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Preface

The problem of classification is perhaps one of the most widely studied in the data mining and machine learning communities. This problem has been studied by researchers from several disciplines over several decades. Applications of classification include a wide variety of problem domains such as text, multimedia, social networks, and biological data. Furthermore, the problem may be encountered in a number of different scenarios such as streaming or uncertain data. Classification is a rather diverse topic, and the underlying algorithms depend greatly on the data domain and problem scenario.

Therefore, this book will focus on three primary aspects of data classification. The first set of chapters will focus on the core methods for data classification. These include methods such as probabilistic classification, decision trees, rule-based methods, instance-based techniques, SVM methods, and neural networks. The second set of chapters will focus on different problem domains and scenarios such as multimedia data, text data, time-series data, network data, data streams, and uncertain data. The third set of chapters will focus on different variations of the classification problem such as ensemble methods, visual methods, transfer learning, semi-supervised methods, and active learning. These are advanced methods, which can be used to enhance the quality of the underlying classification results.

The classification problem has been addressed by a number of different communities such as pattern recognition, databases, data mining, and machine learning. In some cases, the work by the different communities tends to be fragmented, and has not been addressed in a unified way. This book will make a conscious effort to address the work of the different communities in a unified way. The book will start off with an overview of the basic methods in data classification, and then discuss progressively more refined and complex methods for data classification. Special attention will also be paid to more recent problem domains such as graphs and social networks.

The chapters in the book will be divided into three types:

- **Method Chapters:** These chapters discuss the key techniques that are commonly used for classification, such as probabilistic methods, decision trees, rule-based methods, instance-based methods, SVM techniques, and neural networks.

- **Domain Chapters:** These chapters discuss the specific methods used for different domains of data such as text data, multimedia data, time-series data, discrete sequence data, network data, and uncertain data. Many of these chapters can also be considered application chapters, because they explore the specific characteristics of the problem in a particular domain. Dedicated chapters are also devoted to large data sets and data streams, because of the recent importance of the big data paradigm.

- **Variations and Insights:** These chapters discuss the key variations on the classification process such as classification ensembles, rare-class learning, distance function learning, active learning, and visual learning. Many variations such as transfer learning and semi-supervised learning use side-information in order to enhance the classification results. A separate chapter is also devoted to evaluation aspects of classifiers.

This book is designed to be comprehensive in its coverage of the entire area of classification, and it is hoped that it will serve as a knowledgeable compendium to students and researchers.
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1.1 Introduction

The problem of data classification has numerous applications in a wide variety of mining applications. This is because the problem attempts to learn the relationship between a set of feature variables and a target variable of interest. Since many practical problems can be expressed as associations between feature and target variables, this provides a broad range of applicability of this model. The problem of classification may be stated as follows:

*Given a set of training data points along with associated training labels, determine the class label for an unlabeled test instance.*

Numerous variations of this problem can be defined over different settings. Excellent overviews on data classification may be found in [39, 50, 63, 85]. Classification algorithms typically contain two phases:

- **Training Phase:** In this phase, a model is constructed from the training instances.
- **Testing Phase:** In this phase, the model is used to assign a label to an unlabeled test instance.

In some cases, such as lazy learning, the training phase is omitted entirely, and the classification is performed directly from the relationship of the training instances to the test instance. Instance-based methods such as the nearest neighbor classifiers are examples of such a scenario. Even in such cases, a pre-processing phase such as a nearest neighbor index construction may be performed in order to ensure efficiency during the testing phase.

The output of a classification algorithm may be presented for a test instance in one of two ways:

1. **Discrete Label:** In this case, a label is returned for the test instance.
2. **Numerical Score:** In this case, a numerical score is returned for each class label and test instance combination. Note that the numerical score can be converted to a discrete label for a test instance, by picking the class with the highest score for that test instance. The advantage of a numerical score is that it now becomes possible to compare the relative propensity of different test instances to belong to a particular class of importance, and rank them if needed. Such methods are used often in rare class detection problems, where the original class distribution is highly imbalanced, and the discovery of some classes is more valuable than others.

The classification problem thus segments the unseen test instances into groups, as defined by the class label. While the segmentation of examples into groups is also done by clustering, there is a key difference between the two problems. In the case of clustering, the segmentation is done using similarities between the feature variables, with no prior understanding of the structure of the groups. In the case of classification, the segmentation is done on the basis of a training data set, which encodes knowledge about the structure of the groups in the form of a target variable. Thus, while the segmentations of the data are usually related to notions of similarity, as in clustering, significant deviations from the similarity-based segmentation may be achieved in practical settings. As a result, the classification problem is referred to as **supervised learning**, just as clustering is referred to as **unsupervised learning**. The supervision process often provides significant application-specific utility, because the class labels may represent important properties of interest.

Some common application domains in which the classification problem arises, are as follows:

- **Customer Target Marketing:** Since the classification problem relates feature variables to target classes, this method is extremely popular for the problem of customer target marketing.
In such cases, feature variables describing the customer may be used to predict their buying interests on the basis of previous training examples. The target variable may encode the buying interest of the customer.

- **Medical Disease Diagnosis:** In recent years, the use of data mining methods in medical technology has gained increasing traction. The features may be extracted from the medical records, and the class labels correspond to whether or not a patient may pick up a disease in the future. In these cases, it is desirable to make disease predictions with the use of such information.

- **Supervised Event Detection:** In many temporal scenarios, class labels may be associated with time stamps corresponding to unusual events. For example, an intrusion activity may be represented as a class label. In such cases, time-series classification methods can be very useful.

- **Multimedia Data Analysis:** It is often desirable to perform classification of large volumes of multimedia data such as photos, videos, audio or other more complex multimedia data. Multimedia data analysis can often be challenging, because of the complexity of the underlying feature space and the semantic gap between the feature values and corresponding inferences.

- **Biological Data Analysis:** Biological data is often represented as discrete sequences, in which it is desirable to predict the properties of particular sequences. In some cases, the biological data is also expressed in the form of networks. Therefore, classification methods can be applied in a variety of different ways in this scenario.

- **Document Categorization and Filtering:** Many applications, such as newswire services, require the classification of large numbers of documents in real time. This application is referred to as document categorization, and is an important area of research in its own right.

- **Social Network Analysis:** Many forms of social network analysis, such as collective classification, associate labels with the underlying nodes. These are then used in order to predict the labels of other nodes. Such applications are very useful for predicting useful properties of actors in a social network.

The diversity of problems that can be addressed by classification algorithms is significant, and covers many domains. It is impossible to exhaustively discuss all such applications in either a single chapter or book. Therefore, this book will organize the area of classification into key topics of interest. The work in the data classification area typically falls into a number of broad categories:

- **Technique-centered:** The problem of data classification can be solved using numerous classes of techniques such as decision trees, rule-based methods, neural networks, SVM methods, nearest neighbor methods, and probabilistic methods. This book will cover the most popular classification methods in the literature comprehensively.

- **Data-Type Centered:** Many different data types are created by different applications. Some examples of different data types include text, multimedia, uncertain data, time series, discrete sequence, and network data. Each of these different data types requires the design of different techniques, each of which can be quite different.

- **Variations on Classification Analysis:** Numerous variations on the standard classification problem exist, which deal with more challenging scenarios such as rare class learning, transfer learning, semi-supervised learning, or active learning. Alternatively, different variations of classification, such as ensemble analysis, can be used in order to improve the effectiveness of classification algorithms. These issues are of course closely related to issues of model evaluation. All these issues will be discussed extensively in this book.
This chapter will discuss each of these issues in detail, and will also discuss how the organization of the book relates to these different areas of data classification. The chapter is organized as follows. The next section discusses the common techniques that are used for data classification. Section 1.3 explores the use of different data types in the classification process. Section 1.4 discusses the different variations of data classification. Section 1.5 discusses the conclusions and summary.

1.2 Common Techniques in Data Classification

In this section, the different methods that are commonly used for data classification will be discussed. These methods will also be associated with the different chapters in this book. It should be pointed out that these methods represent the most common techniques used for data classification, and it is difficult to comprehensively discuss all the methods in a single book. The most common methods used in data classification are decision trees, rule-based methods, probabilistic methods, SVM methods, instance-based methods, and neural networks. Each of these methods will be discussed briefly in this chapter, and all of them will be covered comprehensively in the different chapters of this book.

1.2.1 Feature Selection Methods

The first phase of virtually all classification algorithms is that of feature selection. In most data mining scenarios, a wide variety of features are collected by individuals who are often not domain experts. Clearly, the irrelevant features may often result in poor modeling, since they are not well related to the class label. In fact, such features will typically worsen the classification accuracy because of overfitting, when the training data set is small and such features are allowed to be a part of the training model. For example, consider a medical example where the features from the blood work of different patients are used to predict a particular disease. Clearly, a feature such as the Cholesterol level is predictive of heart disease, whereas a feature such as PSA level is not predictive of heart disease. However, if a small training data set is used, the PSA level may have freak correlations with heart disease because of random variations. While the impact of a single variable may be small, the cumulative effect of many irrelevant features can be significant. This will result in a training model, that generalizes poorly to unseen test instances. Therefore, it is critical to use the correct features during the training process.

There are two broad kinds of feature selection methods:

1. **Filter Models:** In these cases, a crisp criterion on a single feature, or a subset of features, is used to evaluate their suitability for classification. This method is independent of the specific algorithm being used.

2. **Wrapper Models:** In these cases, the feature selection process is embedded into a classification algorithm, in order to make the feature selection process sensitive to the classification algorithm. This approach recognizes the fact that different algorithms may work better with different features.

In order to perform feature selection with filter models, a number of different measures are used in order to quantify the relevance of a feature to the classification process. Typically, these measures compute the imbalance of the feature values over different ranges of the attribute, which may either be discrete or numerical. Some examples are as follows:

---

1This feature is used to measure prostate cancer in men.
• **Gini Index:** Let \( p_1 \ldots p_k \) be the fraction of classes that correspond to a particular value of the discrete attribute. Then, the gini-index of that value of the discrete attribute is given by:

\[
G = 1 - \sum_{i=1}^{k} p_i^2
\]  

(1.1)

The value of \( G \) ranges between 0 and \( 1 - 1/k \). Smaller values are more indicative of class imbalance. This indicates that the feature value is more discriminative for classification. The overall gini-index for the attribute can be measured by weighted averaging over different values of the discrete attribute, or by using the maximum gini-index over any of the different discrete values. Different strategies may be more desirable for different scenarios, though the weighted average is more commonly used.

• **Entropy:** The entropy of a particular value of the discrete attribute is measured as follows:

\[
E = -\sum_{i=1}^{k} p_i \cdot \log(p_i)
\]  

(1.2)

The same notations are used above, as for the case of the gini-index. The value of the entropy lies between 0 and \( \log(k) \), with smaller values being more indicative of class skew.

• **Fisher’s Index:** The Fisher’s index measures the ratio of the between class scatter to the within class scatter. Therefore, if \( p_j \) is the fraction of training examples belonging to class \( j \), \( \mu_j \) is the mean of a particular feature for class \( j \), \( \mu \) is the global mean for that feature, and \( \sigma_j \) is the standard deviation of that feature for class \( j \), then the Fisher score \( F \) can be computed as follows:

\[
F = \frac{\sum_{j=1}^{k} p_j \cdot (\mu_j - \mu)^2}{\sum_{j=1}^{k} p_j \cdot \sigma_j^2}
\]  

(1.3)

A wide variety of other measures such as the \( \chi^2 \)-statistic and mutual information are also available in order to quantify the discriminative power of attributes. An approach known as the Fisher’s discriminant [61] is also used in order to combine the different features into directions in the data that are highly relevant to classification. Such methods are of course feature transformation methods, which are also closely related to feature selection methods, just as unsupervised dimensionality reduction methods are related to unsupervised feature selection methods.

The Fisher’s discriminant will be explained below for the two-class problem. Let \( \overline{\mu}_0 \) and \( \overline{\mu}_1 \) be the \( d \)-dimensional row vectors representing the means of the records in the two classes, and let \( \Sigma_0 \) and \( \Sigma_1 \) be the corresponding \( d \times d \) covariance matrices, in which the \((i,j)\)th entry represents the covariance between dimensions \( i \) and \( j \) for that class. Then, the equivalent Fisher score \( FS(\overline{\n}) \) for a \( d \)-dimensional row vector \( \overline{\n} \) may be written as follows:

\[
FS(\overline{\n}) = \frac{(\overline{\n} \cdot (\overline{\mu}_0 - \overline{\mu}_1))^2}{\overline{\n} \cdot (p_0 \cdot \Sigma_0 + p_1 \cdot \Sigma_1) \cdot \overline{\n}^T}
\]  

(1.4)

This is a generalization of the axis-parallel score in Equation 1.3, to an arbitrary direction \( \overline{\n} \). The goal is to determine a direction \( \overline{\n} \), which maximizes the Fisher score. It can be shown that the optimal direction \( \overline{\n}^* \) may be determined by solving a generalized eigenvalue problem, and is given by the following expression:

\[
\overline{\n}^* = (p_0 \cdot \Sigma_0 + p_1 \cdot \Sigma_1)^{-1}(\overline{\mu}_0 - \overline{\mu}_1)^T
\]  

(1.5)

If desired, successively orthogonal directions may be determined by iteratively projecting the data onto the residual subspace, after determining the optimal directions one by one.
More generally, it should be pointed out that many features are often closely correlated with one another, and the additional utility of an attribute, once a certain set of features have already been selected, is different from its standalone utility. In order to address this issue, the Minimum Redundancy Maximum Relevance approach was proposed in [69], in which features are incrementally selected on the basis of their incremental gain on adding them to the feature set. Note that this method is also a filter model, since the evaluation is on a subset of features, and a crisp criterion is used to evaluate the subset.

In wrapper models, the feature selection phase is embedded into an iterative approach with a classification algorithm. In each iteration, the classification algorithm evaluates a particular set of features. This set of features is then augmented using a particular (e.g., greedy) strategy, and tested to see of the quality of the classification improves. Since the classification algorithm is used for evaluation, this approach will generally create a feature set, which is sensitive to the classification algorithm. This approach has been found to be useful in practice, because of the wide diversity of models on data classification. For example, an SVM would tend to prefer features in which the two classes separate out using a linear model, whereas a nearest neighbor classifier would prefer features in which the different classes are clustered into spherical regions. A good survey on feature selection methods may be found in [59]. Feature selection methods are discussed in detail in Chapter 2.

### 1.2.2 Probabilistic Methods

Probabilistic methods are the most fundamental among all data classification methods. Probabilistic classification algorithms use statistical inference to find the best class for a given example. In addition to simply assigning the best class like other classification algorithms, probabilistic classification algorithms will output a corresponding posterior probability of the test instance being a member of each of the possible classes. The posterior probability is defined as the probability after observing the specific characteristics of the test instance. On the other hand, the prior probability is simply the fraction of training records belonging to each particular class, with no knowledge of the test instance. After obtaining the posterior probabilities, we use decision theory to determine class membership for each new instance. Basically, there are two ways in which we can estimate the posterior probabilities.

In the first case, the posterior probability of a particular class is estimated by determining the class-conditional probability and the prior class separately and then applying Bayes’ theorem to find the parameters. The most well known among these is the Bayes classifier, which is known as a generative model. For ease in discussion, we will assume discrete feature values, though the approach can easily be applied to numerical attributes with the use of discretization methods. Consider a test instance with \( d \) different features, which have values \( X = \langle x_1, \ldots, x_d \rangle \) respectively. Its is desirable to determine the posterior probability that the class \( Y(T) \) of the test instance \( T \) is \( i \). In other words, we wish to determine the posterior probability \( P(Y(T) = i|x_1, \ldots, x_d) \). Then, the Bayes rule can be used in order to derive the following:

\[
P(Y(T) = i|x_1, \ldots, x_d) = P(Y(T) = i) \cdot \frac{P(x_1, \ldots, x_d|Y(T) = i)}{P(x_1, \ldots, x_d)}
\]

Since the denominator is constant across all classes, and one only needs to determine the class with the maximum posterior probability, one can approximate the aforementioned expression as follows:

\[
P(Y(T) = i|x_1, \ldots, x_d) \propto P(Y(T) = i) \cdot P(x_1, \ldots, x_d|Y(T) = i)
\]

The key here is that the expression on the right can be evaluated more easily in a data-driven way, as long as the naive Bayes assumption is used for simplification. Specifically, in Equation 1.7, the expression \( P(Y(T) = i|x_1, \ldots, x_d) \) can be expressed as the product of the feature-wise conditional
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This is referred to as \textit{conditional independence}, and therefore the Bayes method is referred to as “naive.” This simplification is crucial, because these individual probabilities can be estimated from the training data in a more robust way. The naive Bayes theorem is crucial in providing the ability to perform the product-wise simplification. The term $P(x_j | Y(T) = i)$ is computed as the fraction of the records in the portion of the training data corresponding to the $i$th class, which contains feature value $x_j$ for the $j$th attribute. If desired, Laplacian smoothing can be used in cases when enough data is not available to estimate these values robustly. This is quite often the case, when a small amount of training data may contain few or no training records containing a particular feature value.

The Bayes rule has been used quite successfully in the context of a wide variety of applications, and is particularly popular in the context of text classification. In spite of the naive independence assumption, the Bayes model seems to be quite effective in practice. A detailed discussion of the naive assumption in the context of the effectiveness of the Bayes classifier may be found in [38].

Another probabilistic approach is to directly model the posterior probability, by learning a discriminative function that maps an input feature vector directly onto a class label. This approach is often referred to as a discriminative model. Logistic regression is a popular discriminative classifier, and its goal is to directly estimate the posterior probability $P(Y(T) = i | X)$ from the training data. Formally, the logistic regression model is defined as

$$P(Y(T) = i | X) = \frac{1}{1 + e^{-\theta^T X}},$$

where $\theta$ is the vector of parameters to be estimated. In general, maximum likelihood is used to determine the parameters of the logistic regression. To handle overfitting problems in logistic regression, regularization is introduced to penalize the log likelihood function for large values of $\theta$. The logistic regression model has been extensively used in numerous disciplines, including the Web, and the medical and social science fields.

A variety of other probabilistic models are known in the literature, such as probabilistic graphical models, and conditional random fields. An overview of probabilistic methods for data classification are found in [20, 64]. Probabilistic methods for data classification are discussed in Chapter 3.

1.2.3 Decision Trees

Decision trees create a hierarchical partitioning of the data, which relates the different partitions at the leaf level to the different classes. The hierarchical partitioning at each level is created with the use of a \textit{split criterion}. The split criterion may either use a condition (or predicate) on a single attribute, or it may contain a condition on multiple attributes. The former is referred to as a univariate split, whereas the latter is referred to as a multivariate split. The overall approach is to try to recursively split the training data so as to maximize the discrimination among the different classes over different nodes. The discrimination among the different classes is maximized, when the level of skew among the different classes in a given node is maximized. A measure such as the gini-index or entropy is used in order to quantify this skew. For example, if $p_1 \ldots p_k$ is the fraction of the records belonging to the $k$ different classes in a node $N$, then the gini-index $G(N)$ of the node $N$ is defined as follows:

$$G(N) = 1 - \sum_{i=1}^{k} p_i^2$$

The value of $G(N)$ lies between 0 and $1 - 1/k$. The smaller the value of $G(N)$, the greater the skew. In the cases where the classes are evenly balanced, the value is $1 - 1/k$. An alternative measure is
The entropy $E(N)$:

$$E(N) = - \sum_{i=1}^{k} p_i \cdot \log(p_i) \quad (1.11)$$

The value of the entropy lies$^2$ between 0 and $\log(k)$. The value is $\log(k)$, when the records are perfectly balanced among the different classes. This corresponds to the scenario with maximum entropy. The smaller the entropy, the greater the skew in the data. Thus, the gini-index and entropy provide an effective way to evaluate the quality of a node in terms of its level of discrimination between the different classes.

While constructing the training model, the split is performed, so as to minimize the weighted sum of the gini-index or entropy of the two nodes. This step is performed recursively, until a termination criterion is satisfied. The most obvious termination criterion is one where all data records in the node belong to the same class. More generally, the termination criterion requires either a minimum level of skew or purity, or a minimum number of records in the node in order to avoid overfitting. One problem in decision tree construction is that there is no way to predict the best time to stop decision tree growth, in order to prevent overfitting. Therefore, in many variations, the decision tree is pruned in order to remove nodes that may correspond to overfitting. There are different ways of pruning the decision tree. One way of pruning is to use a minimum description length principle in deciding when to prune a node from the tree. Another approach is to hold out a small portion of the training data during the decision tree growth phase. It is then tested to see whether replacing a subtree with a single node improves the classification accuracy on the hold out set. If this is the case, then the pruning is performed. In the testing phase, a test instance is assigned to an appropriate path in the decision tree, based on the evaluation of the split criteria in a hierarchical decision process. The class label of the corresponding leaf node is reported as the relevant one.

Figure 1.1 provides an example of how the decision tree is constructed. Here, we have illustrated a case where the two measures (features) of the blood parameters of patients are used in order to assess the level of cardiovascular risk in the patient. The two measures are the $C$-Reactive Protein (CRP) level and Cholesterol level, which are well known parameters related to cardiovascular risk. It is assumed that a training data set is available, which is already labeled into high risk and low risk patients, based on previous cardiovascular events such as myocardial infarctions or strokes. At the same time, it is assumed that the feature values of the blood parameters for these patients are available. A snapshot of this data is illustrated in Table 1.1. It is evident from the training data that

\[\text{TABLE 1.1: Training Data Snapshot Relating Cardiovascular Risk Based on Previous Events to Different Blood Parameters}\]

<table>
<thead>
<tr>
<th>Patient Name</th>
<th>CRP Level</th>
<th>Cholesterol</th>
<th>High Risk? (Class Label)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mary</td>
<td>3.2</td>
<td>170</td>
<td>Y</td>
</tr>
<tr>
<td>Joe</td>
<td>0.9</td>
<td>273</td>
<td>N</td>
</tr>
<tr>
<td>Jack</td>
<td>2.5</td>
<td>213</td>
<td>Y</td>
</tr>
<tr>
<td>Jane</td>
<td>1.7</td>
<td>229</td>
<td>N</td>
</tr>
<tr>
<td>Tom</td>
<td>1.1</td>
<td>160</td>
<td>N</td>
</tr>
<tr>
<td>Peter</td>
<td>1.9</td>
<td>205</td>
<td>N</td>
</tr>
<tr>
<td>Elizabeth</td>
<td>8.1</td>
<td>160</td>
<td>Y</td>
</tr>
<tr>
<td>Lata</td>
<td>1.3</td>
<td>171</td>
<td>N</td>
</tr>
<tr>
<td>Daniela</td>
<td>4.5</td>
<td>133</td>
<td>Y</td>
</tr>
<tr>
<td>Eric</td>
<td>11.4</td>
<td>122</td>
<td>N</td>
</tr>
<tr>
<td>Michael</td>
<td>1.8</td>
<td>280</td>
<td>Y</td>
</tr>
</tbody>
</table>

$^2$The value of the expression at $p_i = 0$ needs to be evaluated at the limit.
higher CRP and Cholesterol levels correspond to greater risk, though it is possible to reach more definitive conclusions by combining the two.

An example of a decision tree that constructs the classification model on the basis of the two features is illustrated in Figure 1.1(a). This decision tree uses univariate splits, by first partitioning on the CRP level, and then using a split criterion on the Cholesterol level. Note that the Cholesterol split criteria in the two CRP branches of the tree are different. In principle, different features can be used to split different nodes at the same level of the tree. It is also sometimes possible to use conditions on multiple attributes in order to create more powerful splits at a particular level of the tree. An example is illustrated in Figure 1.1(b), where a linear combination of the two attributes provides a much more powerful split than a single attribute. The split condition is as follows:

$$\text{CRP} + \frac{\text{Cholesterol}}{100} \leq 4$$

Note that a single condition such as this is able to partition the training data very well into the two classes (with a few exceptions). Therefore, the split is more powerful in discriminating between the two classes in a smaller number of levels of the decision tree. Where possible, it is desirable to construct more compact decision trees in order to obtain the most accurate results. Such splits are referred to as multivariate splits. Some of the earliest methods for decision tree construction include C4.5 [72], ID3 [73], and CART [22]. A detailed discussion of decision trees may be found in [22, 65, 72, 73]. Decision trees are discussed in Chapter 4.

1.2.4 Rule-Based Methods

Rule-based methods are closely related to decision trees, except that they do not create a strict hierarchical partitioning of the training data. Rather, overlaps are allowed in order to create greater robustness for the training model. Any path in a decision tree may be interpreted as a rule, which
assigns a test instance to a particular label. For example, for the case of the decision tree illustrated in Figure 1.1(a), the rightmost path corresponds to the following rule:

\[ \text{CRP} > 2 \, \& \, \text{Cholesterol} > 200 \Rightarrow \text{HighRisk} \]

It is possible to create a set of disjoint rules from the different paths in the decision tree. In fact, a number of methods such as C4.5, create related models for both decision tree construction and rule construction. The corresponding rule-based classifier is referred to as C4.5Rules.

Rule-based classifiers can be viewed as more general models than decision tree models. While decision trees require the induced rule sets to be non-overlapping, this is not the case for rule-based classifiers. For example, consider the following rule:

\[ \text{CRP} > 3 \Rightarrow \text{HighRisk} \]

Clearly, this rule overlaps with the previous rule, and is also quite relevant to the prediction of a given test instance. In rule-based methods, a set of rules is mined from the training data in the first phase (or training phase). During the testing phase, it is determined which rules are relevant to the test instance and the final result is based on a combination of the class values predicted by the different rules.

In many cases, it may be possible to create rules that possibly conflict with one another on the right hand side for a particular test instance. Therefore, it is important to design methods that can effectively determine a resolution to these conflicts. The method of resolution depends upon whether the rule sets are ordered or unordered. If the rule sets are ordered, then the top matching rules can be used to make the prediction. If the rule sets are unordered, then the rules can be used to vote on the test instance. Numerous methods such as Classification based on Associations (CBA) [58], CN2 [31], and RIPPER [26] have been proposed in the literature, which use a variety of rule induction methods, based on different ways of mining and prioritizing the rules.

Methods such as CN2 and RIPPER use the sequential covering paradigm, where rules with high accuracy and coverage are sequentially mined from the training data. The idea is that a rule is grown corresponding to specific target class, and then all training instances matching (or covering) the antecedent of that rule are removed. This approach is applied repeatedly, until only training instances of a particular class remain in the data. This constitutes the default class, which is selected for a test instance, when no rule is fired. The process of mining a rule for the training data is referred to as rule growth. The growth of a rule involves the successive addition of conjuncts to the left-hand side of the rule, after the selection of a particular consequent class. This can be viewed as growing a single “best” path in a decision tree, by adding conditions (split criteria) to the left-hand side of the rule. After the rule growth phase, a rule-pruning phase is used, which is analogous to decision tree construction. In this sense, the rule-growth of rule-based classifiers share a number of conceptual similarities with decision tree classifiers. These rules are ranked in the same order as they are mined from the training data. For a given test instance, the class variable in the consequent of the first matching rule is reported. If no matching rule is found, then the default class is reported as the relevant one.

Methods such as CBA [58] use the traditional association rule framework, in which rules are determined with the use of specific support and confidence measures. Therefore, these methods are referred to as associative classifiers. It is also relatively easy to prioritize these rules with the use of these parameters. The final classification can be performed by either using the majority vote from the matching rules, or by picking the top ranked rule(s) for classification. Typically, the confidence of the rule is used to prioritize them, and the support is used to prune for statistical significance. A single catch-all rule is also created for test instances that are not covered by any rule. Typically, this catch-all rule might correspond to the majority class among training instances not covered by any rule. Rule-based methods tend to be more robust than decision trees, because they are not
restricted to a strict hierarchical partitioning of the data. This is most evident from the relative performance of these methods in some sparse high dimensional domains such as text. For example, while many rule-based methods such as RIPPER are frequently used for the text domain, decision trees are used rarely for text. Another advantage of these methods is that they are relatively easy to generalize to different data types such as sequences, XML or graph data [14, 93]. In such cases, the left-hand side of the rule needs to be defined in a way that is specific for that data domain. For example, for a sequence classification problem [14], the left-hand side of the rule corresponds to a sequence of symbols. For a graph-classification problem, the left-hand side of the rule corresponds to a frequent structure [93]. Therefore, while rule-based methods are related to decision trees, they have significantly greater expressive power. Rule-based methods are discussed in detail in Chapter 5.

1.2.5 Instance-Based Learning

In instance-based learning, the first phase of constructing the training model is often dispensed with. The test instance is directly related to the training instances in order to create a classification model. Such methods are referred to as lazy learning methods, because they wait for knowledge of the test instance in order to create a locally optimized model, which is specific to the test instance. The advantage of such methods is that they can be directly tailored to the particular test instance, and can avoid the information loss associated with the incompleteness of any training model. An overview of instance-based methods may be found in [15, 16, 89].

An example of a very simple instance-based method is the nearest neighbor classifier. In the nearest neighbor classifier, the top $k$ nearest neighbors in the training data are found to the given test instance. The class label with the largest presence among the $k$ nearest neighbors is reported as the relevant class label. If desired, the approach can be made faster with the use of nearest neighbor index construction. Many variations of the basic instance-based learning algorithm are possible, wherein aggregates of the training instances may be used for classification. For example, small clusters can be created from the instances of each class, and the centroid of each cluster may be used as a new instance. Such an approach is much more efficient and also more robust because of the reduction of noise associated with the clustering phase which aggregates the noisy records into more robust aggregates. Other variations of instance-based learning use different variations on the distance function used for classification. For example, methods that are based on the Mahalanobis distance or Fisher’s discriminant may be used for more accurate results. The problem of distance function design is intimately related to the problem of instance-based learning. Therefore, separate chapters have been devoted in this book to these topics.

A particular form of instance-based learning, is one where the nearest neighbor classifier is not explicitly used. This is because the distribution of the class labels may not match with the notion of proximity defined by a particular distance function. Rather, a locally optimized classifier is constructed using the examples in the neighborhood of a test instance. Thus, the neighborhood is used only to define the neighborhood in which the classification model is constructed in a lazy way. Local classifiers are generally more accurate, because of the simplification of the class distribution within the locality of the test instance. This approach is more generally referred to as lazy learning. This is a more general notion of instance-based learning than traditional nearest neighbor classifiers. Methods for instance-based classification are discussed in Chapter 6. Methods for distance-function learning are discussed in Chapter 18.

1.2.6 SVM Classifiers

SVM methods use linear conditions in order to separate out the classes from one another. The idea is to use a linear condition that separates the two classes from each other as well as possible. Consider the medical example discussed earlier, where the risk of cardiovascular disease is related to diagnostic features from patients.
CRP + Cholesterol/100 ≤ 4

In such a case, the split condition in the multivariate case may also be used as stand-alone condition for classification. This, a SVM classifier, may be considered a single level decision tree with a very carefully chosen multivariate split condition. Clearly, since the effectiveness of the approach depends only on a single separating hyperplane, it is critical to define this separation carefully.

Support vector machines are generally defined for binary classification problems. Therefore, the class variable \( y_i \) for the \( i \)th training instance \( X_i \) is assumed to be drawn from \( \{−1, +1\} \). The most important criterion, which is commonly used for SVM classification, is that of the maximum margin hyperplane. In order to understand this point, consider the case of linearly separable data illustrated in Figure 1.2(a). Two possible separating hyperplanes, with their corresponding support vectors and margins have been illustrated in the figure. It is evident that one of the separating hyperplanes has a much larger margin than the other, and is therefore more desirable because of its greater generality for unseen test examples. Therefore, one of the important criteria for support vector machines is to achieve maximum margin separation of the hyperplanes.

In general, it is assumed for \( d \) dimensional data that the separating hyperplane is of the form \( \mathbf{W} \cdot \mathbf{X} + b = 0 \). Here \( \mathbf{W} \) is a \( d \)-dimensional vector representing the coefficients of the hyperplane of separation, and \( b \) is a constant. Without loss of generality, it may be assumed (because of appropriate coefficient scaling) that the two symmetric support vectors have the form \( \mathbf{W} \cdot \mathbf{X} + b = 1 \) and \( \mathbf{W} \cdot \mathbf{X} + b = −1 \). The coefficients \( \mathbf{W} \) and \( b \) need to be learned from the training data \( \mathcal{D} \) in order to maximize the margin of separation between these two parallel hyperplanes. It can shown from elementary linear algebra that the distance between these two hyperplanes is \( 2/||\mathbf{W}|| \). Maximizing this objective function is equivalent to minimizing \( ||\mathbf{W}||^2 / 2 \). The problem constraints are defined by the fact that the training data points for each class are on one side of the support vector. Therefore, these constraints are as follows:

\[
\begin{align*}
\mathbf{W} \cdot \mathbf{X}_i + b &\geq +1 \quad \forall i: y_i = +1 \\
\mathbf{W} \cdot \mathbf{X}_i + b &\leq −1 \quad \forall i: y_i = −1
\end{align*}
\]

This is a constrained convex quadratic optimization problem, which can be solved using Lagrangian methods. In practice, an off-the-shelf optimization solver may be used to achieve the same goal.
In practice, the data may not be linearly separable. In such cases, soft-margin methods may be used. A slack \( \xi_i \geq 0 \) is introduced for training instance, and a training instance is allowed to violate the support vector constraint, for a penalty, which is dependent on the slack. This situation is illustrated in Figure 1.2(b). Therefore, the new set of constraints are now as follows:

\[
\begin{align*}
W \cdot X_i + b & \geq +1 - \xi_i \quad \forall i : y_i = +1 \quad (1.14) \\
W \cdot X_i + b & \leq -1 + \xi_i \quad \forall i : y_i = -1 \quad (1.15) \\
\xi_i & \geq 0 \quad (1.16)
\end{align*}
\]

Note that additional non-negativity constraints also need to be imposed in the slack variables. The objective function is now \( \|W\|^2 / 2 + C \cdot \sum_{i=1}^{n} \xi_i \). The constant \( C \) regulates the importance of the margin and the slack requirements. In other words, small values of \( C \) make the approach closer to soft-margin SVM, whereas large values of \( C \) make the approach more of the hard-margin SVM. It is also possible to solve this problem using off-the-shelf optimization solvers.

It is also possible to use transformations on the feature variables in order to design non-linear SVM methods. In practice, non-linear SVM methods are learned using kernel methods. The key idea here is that SVM formulations can be solved using only pairwise dot products (similarity values) between objects. In other words, the optimal decision about the class label of a test instance, from the solution to the quadratic optimization problem in this section, can be expressed in terms of the following:

1. Pairwise dot products of different training instances.
2. Pairwise dot product of the test instance and different training instances.

The reader is advised to refer to [84] for the specific details of the solution to the optimization formulation. The dot product between a pair of instances can be viewed as notion of similarity among them. Therefore, the aforementioned observations imply that it is possible to perform SVM classification, with pairwise similarity information between training data pairs and training-test data pairs. The actual feature values are not required.

This opens the door for using transformations, which are represented by their similarity values. These similarities can be viewed as kernel functions \( K(\overline{X}, \overline{Y}) \), which measure similarities between the points \( \overline{X} \) and \( \overline{Y} \). Conceptually, the kernel function may be viewed as dot product between the pair of points in a newly transformed space (denoted by mapping function \( \Phi(\cdot) \)). However, this transformation does not need to be explicitly computed, as long as the kernel function (dot product) \( K(\overline{X}, \overline{Y}) \) is already available:

\[
K(\overline{X}, \overline{Y}) = \Phi(\overline{X}) \cdot \Phi(\overline{Y}) \quad (1.17)
\]

Therefore, all computations can be performed in the original space using the dot products implied by the kernel function. Some interesting examples of kernel functions include the Gaussian radial basis function, polynomial kernel, and hyperbolic tangent, which are listed below in the same order.

\[
\begin{align*}
K(\overline{X}_i, \overline{X}_j) &= e^{-\|\overline{X}_i - \overline{X}_j\|^2 / 2\sigma^2} \quad (1.18) \\
K(\overline{X}_i, \overline{X}_j) &= (\overline{X}_i \cdot \overline{X}_j + 1)^h \quad (1.19) \\
K(\overline{X}_i, \overline{X}_j) &= \tanh(\kappa \overline{X}_i \cdot \overline{X}_j - \delta) \quad (1.20)
\end{align*}
\]

These different functions result in different kinds of nonlinear decision boundaries in the original space, but they correspond to a linear separator in the transformed space. The performance of a classifier can be sensitive to the choice of the kernel used for the transformation. One advantage of kernel methods is that they can also be extended to arbitrary data types, as long as appropriate pairwise similarities can be defined.
The major downside of SVM methods is that they are slow. However, they are very popular and tend to have high accuracy in many practical domains such as text. An introduction to SVM methods may be found in [30, 46, 75, 76, 85]. Kernel methods for support vector machines are discussed in [75]. SVM methods are discussed in detail in Chapter 7.

### 1.2.7 Neural Networks

Neural networks attempt to simulate biological systems, corresponding to the human brain. In the human brain, neurons are connected to one another via points, which are referred to as synapses. In biological systems, learning is performed by changing the strength of the synaptic connections, in response to impulses.

This biological analogy is retained in an artificial neural network. The basic computation unit in an artificial neural network is a neuron or unit. These units can be arranged in different kinds of architectures by connections between them. The most basic architecture of the neural network is a perceptron, which contains a set of input nodes and an output node. The output unit receives a set of inputs from the input units. There are \( d \) different input units, which is exactly equal to the dimensionality of the underlying data. The data is assumed to be numerical. Categorical data may need to be transformed to binary representations, and therefore the number of inputs may be larger. The output node is associated with a set of weights \( \mathbf{W} \), which are used in order to compute a function \( f(\cdot) \) of its inputs. Each component of the weight vector is associated with a connection from the input unit to the output unit. The weights can be viewed as the analogue of the synaptic strengths in biological systems. In the case of a perceptron architecture, the input nodes do not perform any computations. They simply transmit the input attribute forward. Computations are performed only at the output nodes in the basic perceptron architecture. The output node uses its weight vector along with the input attribute values in order to compute a function of the inputs. A typical function, which is computed at the output nodes, is the signed linear function:

\[
\begin{align*}
z_i &= \text{sign}(\mathbf{W} \cdot \mathbf{X}_i + b) \\
&= \begin{cases} 
1 & \text{if } \mathbf{W} \cdot \mathbf{X}_i + b > 0 \\
-1 & \text{otherwise}
\end{cases}
\end{align*}
\]

The output is a predicted value of the binary class variable, which is assumed to be drawn from \( \{-1, +1\} \). The notation \( b \) denotes the bias. Thus, for a vector \( \mathbf{X}_i \) drawn from a dimensionality of \( d \), the weight vector \( \mathbf{W} \) should also contain \( d \) elements. Now consider a binary classification problem, in which all labels are drawn from \( \{+1, -1\} \). We assume that the class label of \( \mathbf{X}_i \) is denoted by \( y_i \).

In that case, the sign of the predicted function \( z_i \) yields the class label. An example of the perceptron architecture is illustrated in Figure 1.3(a). Thus, the goal of the approach is to learn the set of weights \( \mathbf{W} \) with the use of the training data, so as to minimize the least squares error \( (y_i - z_i)^2 \). The idea is that we start off with random weights and gradually update them, when a mistake is made by applying the current function on the training example. The magnitude of the update is regulated by a learning rate \( \lambda \). This update is similar to the updates in gradient descent, which are made for least-squares optimization. In the case of neural networks, the update function is as follows.

\[
\mathbf{W}^{t+1} = \mathbf{W}^t + \lambda (y_i - z_i) \mathbf{X}_i
\]

Here, \( \mathbf{W}^t \) is the value of the weight vector in the \( t \)th iteration. It is not difficult to show that the incremental update vector is related to the negative gradient of \((y_i - z_i)^2\) with respect to \( \mathbf{W} \). It is also easy to see that updates are made to the weights, only when mistakes are made in classification. When the outputs are correct, the incremental change to the weights is zero.

The similarity to support vector machines is quite striking, in the sense that a linear function is also learned in this case, and the sign of the linear function predicts the class label. In fact, the perceptron model and support vector machines are closely related, in that both are linear function approximators. In the case of support vector machines, this is achieved with the use of maximum margin optimization. In the case of neural networks, this is achieved with the use of an incremental
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FIGURE 1.3: Single and multilayer neural networks.

learning algorithm, which is approximately equivalent to least squares error optimization of the prediction.

The constant \( \lambda \) regulates the learning rate. The choice of learning rate is sometimes important, because learning rates that are too small will result in very slow training. On the other hand, if the learning rates are too fast, this will result in oscillation between suboptimal solutions. In practice, the learning rates are fast initially, and then allowed to gradually slow down over time. The idea here is that initially large steps are likely to be helpful, but are then reduced in size to prevent oscillation between suboptimal solutions. For example, after \( t \) iterations, the learning rate may be chosen to be proportional to \( 1/t \).

The aforementioned discussion was based on the simple perceptron architecture, which can model only linear relationships. In practice, the neural network is arranged in three layers, referred to as the input layer, hidden layer, and the output layer. The input layer only transmits the inputs forward, and therefore, there are really only two layers to the neural network, which can perform computations. Within the hidden layer, there can be any number of layers of neurons. In such cases, there can be an arbitrary number of layers in the neural network. In practice, there is only one hidden layer, which leads to a 2-layer network. An example of a multilayer network is illustrated in Figure 1.3(b). The perceptron can be viewed as a very special kind of neural network, which contains only a single layer of neurons (corresponding to the output node). Multilayer neural networks allow the approximation of nonlinear functions, and complex decision boundaries, by an appropriate choice of the network topology, and non-linear functions at the nodes. In these cases, a logistic or sigmoid function known as a squashing function is also applied to the inputs of neurons in order to model non-linear characteristics. It is possible to use different non-linear functions at different nodes. Such general architectures are very powerful in approximating arbitrary functions in a neural network, given enough training data and training time. This is the reason that neural networks are sometimes referred to as universal function approximators.

In the case of single layer perceptron algorithms, the training process is easy to perform by using a gradient descent approach. The major challenge in training multilayer networks is that it is no longer known for intermediate (hidden layer) nodes, what their “expected” output should be. This is only known for the final output node. Therefore, some kind of “error feedback” is required, in order to determine the changes in the weights at the intermediate nodes. The training process proceeds in two phases, one of which is in the forward direction, and the other is in the backward direction.

1. **Forward Phase:** In the forward phase, the activation function is repeatedly applied to propagate the inputs from the neural network in the forward direction. Since the final output is supposed to match the class label, the final output at the output layer provides an error value, depending on the training label value. This error is then used to update the weights of the output layer, and propagate the weight updates backwards in the next phase.
2. **Backpropagation Phase:** In the backward phase, the errors are propagated backwards through the neural network layers. This leads to the updating of the weights in the neurons of the different layers. The gradients at the previous layers are learned as a function of the errors and weights in the layer ahead of it. The learning rate $\lambda$ plays an important role in regulating the rate of learning.

In practice, any arbitrary function can be approximated well by a neural network. The price of this generality is that neural networks are often quite slow in practice. They are also sensitive to noise, and can sometimes overfit the training data.

The previous discussion assumed only binary labels. It is possible to create a $k$-label neural network, by either using a multiclass “one-versus-all” meta-algorithm, or by creating a neural network architecture in which the number of output nodes is equal to the number of class labels. Each output represents prediction to a particular label value. A number of implementations of neural network methods have been studied in [35, 57, 66, 77, 88], and many of these implementations are designed in the context of text data. It should be pointed out that both neural networks and SVM classifiers use a linear model that is quite similar. The main difference between the two is in how the optimal linear hyperplane is determined. Rather than using a direct optimization methodology, neural networks use a mistake-driven approach to data classification [35]. Neural networks are described in detail in [19, 51]. This topic is addressed in detail in Chapter 8.

### 1.3 Handling Different Data Types

Different data types require the use of different techniques for data classification. This is because the choice of data type often qualifies the kind of problem that is solved by the classification approach. In this section, we will discuss the different data types commonly studied in classification problems, which may require a certain level of special handling.

#### 1.3.1 Large Scale Data: Big Data and Data Streams

With the increasing ability to collect different types of large scale data, the problems of scale have become a challenge to the classification process. Clearly, larger data sets allow the creation of more accurate and sophisticated models. However, this is not necessarily helpful, if one is computationally constrained by problems of scale. Data streams and big data analysis have different challenges. In the former case, real time processing creates challenges, whereas in the latter case, the problem is created by the fact that computation and data access over extremely large amounts of data is inefficient. It is often difficult to compute summary statistics from large volumes, because the access needs to be done in a distributed way, and it is too expensive to shuffle large amounts of data around. Each of these challenges will be discussed in this subsection.

##### 1.3.1.1 Data Streams

The ability to continuously collect and process large volumes of data has lead to the popularity of data streams [4]. In the streaming scenario, two primary problems arise in the construction of training models.

- **One-pass Constraint:** Since data streams have very large volume, all processing algorithms need to perform their computations in a single pass over the data. This is a significant challenge, because it excludes the use of many iterative algorithms that work robustly over static data sets. Therefore, it is crucial to design the training models in an efficient way.
• **Concept Drift:** The data streams are typically created by a generating process, which may change over time. This results in concept drift, which corresponds to changes in the underlying stream patterns over time. The presence of concept drift can be detrimental to classification algorithms, because models become stale over time. Therefore, it is crucial to adjust the model in an incremental way, so that it achieves high accuracy over current test instances.

• **Massive Domain Constraint:** The streaming scenario often contains discrete attributes that take on millions of possible values. This is because streaming items are often associated with discrete identifiers. Examples could be email addresses in an email addresses, IP addresses in a network packet stream, and URLs in a click stream extracted from proxy Web logs. The massive domain problem is ubiquitous in streaming applications. In fact, many synopsis data structures, such as the count-min sketch [33], and the Flajolet-Martin data structure [41], have been designed with this issue in mind. While this issue has not been addressed very extensively in the stream mining literature (beyond basic synopsis methods for counting), recent work has made a number of advances in this direction [9].

Conventional classification algorithms need to be appropriately modified in order to address the aforementioned challenges. The special scenarios, such as those in which the domain of the stream data is large, or the classes are rare, pose special challenges. Most of the well known techniques for streaming classification use space-efficient data structures for easily updatable models [13, 86]. Furthermore, these methods are explicitly designed to handle concept drift by making the models temporally adaptive, or by using different models over different regions of the data stream. Special scenarios or data types need dedicated methods in the streaming scenario. For example, the massive-domain scenario can be addressed [9] by incorporating the count-min data structure [33] as a synopsis structure within the training model. A specially difficult case is that of rare class learning, in which rare class instances may be mixed with occurrences of completely new classes. This problem can be considered a hybrid between classification and outlier detection. Nevertheless it is the most common case in the streaming domain, in applications such as intrusion detection. In these cases, some kinds of rare classes (intrusions) may already be known, whereas other rare classes may correspond to previously unseen threats. A book on data streams, containing extensive discussions on key topics in the area, may be found in [4]. The different variations of the streaming classification problem are addressed in detail in Chapter 9.

### 1.3.1.2 The Big Data Framework

While streaming algorithms work under the assumption that the data is too large to be stored explicitly, the big data framework leverages advances in storage technology in order to actually store the data and process it. However, as the subsequent discussion will show, even if the data can be explicitly stored, it is often not easy to process and extract insights from it.

In the simplest case, the data is stored on disk on a single machine, and it is desirable to scale up the approach with disk-efficient algorithms. While many methods such as the nearest neighbor classifier and associative classifiers can be scaled up with more efficient subroutines, other methods such as decision trees and SVMs require dedicated methods for scaling up. Some examples of scalable decision tree methods include SLIQ [48], BOAT [42], and RainForest [43]. Some early parallel implementations of decision trees include the SPRINT method [82]. Typically, scalable decision tree methods can be performed in one of two ways. Methods such as RainForest increase scalability by storing attribute-wise summaries of the training data. These summaries are sufficient for performing single-attribute splits efficiently. Methods such as BOAT use a combination of bootstrapped samples, in order to yield a decision tree, which is very close to the accuracy that one would have obtained by using the complete data.

An example of a scalable SVM method is SVMLight [53]. This approach focusses on the fact that the quadratic optimization problem in SVM is computationally intensive. The idea is to always
optimize only a small working set of variables while keeping the others fixed. This working set is
selected by using a steepest descent criterion. This optimizes the advantage gained from using a
particular subset of attributes. Another strategy used is to discard training examples, which do not
have any impact on the margin of the classifiers. Training examples that are away from the decision
boundary, and on its “correct” side, have no impact on the margin of the classifier, even if they are
removed. Other methods such as SVMPerf [54] reformulate the SVM optimization to reduce the
number of slack variables, and increase the number of constraints. A cutting plane approach, which
works with a small subset of constraints at a time, is used in order to solve the resulting optimization
problem effectively.

Further challenges arise for extremely large data sets. This is because an increasing size of the
data implies that a distributed file system must be used in order to store it, and distributed processing
techniques are required in order to ensure sufficient scalability. The challenge here is that if large
segments of the data are available on different machines, it is often too expensive to shuffle the data
across different machines in order to extract integrated insights from it. Thus, as in all distributed
infrastructures, it is desirable to exchange intermediate insights, so as to minimize communication
costs. For an application programmer, this can sometimes create challenges in terms of keeping
track of where different parts of the data are stored, and the precise ordering of communications in
order to minimize the costs.

In this context, Google’s MapReduce framework [37] provides an effective method for analysis
of large amounts of data, especially when the nature of the computations involve linearly computable
statistical functions over the elements of the data streams. One desirable aspect of this framework is
that it abstracts out the precise details of where different parts of the data are stored to the applica-
tion programmer. As stated in [37]: “The run-time system takes care of the details of partitioning the
input data, scheduling the program’s execution across a set of machines, handling machine failures,
and managing the required inter-machine communication. This allows programmers without any
experience with parallel and distributed systems to easily utilize the resources of a large distributed
system.” Many classification algorithms such as k-means are naturally linear in terms of their scal-
ability with the size of the data. A primer on the MapReduce framework implementation on Apache
Hadoop may be found in [87]. The key idea here is to use a Map function in order to distribute the
work across the different machines, and then provide an automated way to shuffle out much smaller
data in (key,value) pairs containing intermediate results. The Reduce function is then applied to the
aggregated results from the Map step in order to obtain the final results.

Google’s original MapReduce framework was designed for analyzing large amounts of Web
logs, and more specifically deriving linearly computable statistics from the logs. It has been shown
[44] that a declarative framework is particularly useful in many MapReduce applications, and that
many existing classification algorithms can be generalized to the MapReduce framework. A proper
choice of the algorithm to adapt to the MapReduce framework is crucial, since the framework is
particularly effective for linear computations. It should be pointed out that the major attraction of
the MapReduce framework is its ability to provide application programmers with a cleaner abstrac-
tion, which is independent of very specific run-time details of the distributed system. It should not,
however, be assumed that such a system is somehow inherently superior to existing methods for dis-
tributed parallelization from an effectiveness or flexibility perspective, especially if an application
programmer is willing to design such details from scratch. A detailed discussion of classification
algorithms for big data is provided in Chapter 10.

1.3.2 Text Classification

One of the most common data types used in the context of classification is that of text data. Text
data is ubiquitous, especially because of its popularity, both on the Web and in social networks.
While a text document can be treated as a string of words, it is more commonly used as a bag-
of-words, in which the ordering information between words is not used. This representation of
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The main challenge with text classification is that the data is extremely high dimensional and sparse. A typical text lexicon may be of a size of a hundred thousand words, but a document may typically contain far fewer words. Thus, most of the attribute values are zero, and the frequencies are relatively small. Many common words may be very noisy and not very discriminative for the classification process. Therefore, the problems of feature selection and representation are particularly important in text classification.

Not all classification methods are equally popular for text data. For example, rule-based methods, the Bayes method, and SVM classifiers tend to be more popular than other classifiers. Some rule-based classifiers such as RIPPER [26] were originally designed for text classification. Neural methods and instance-based methods are also sometimes used. A popular instance-based method used for text classification is Rocchio’s method [56, 74]. Instance-based methods are also sometimes used with centroid-based classification, where frequency-truncated centroids of class-specific clusters are used, instead of the original documents for the $k$-nearest neighbor approach. This generally provides better accuracy, because the centroid of a small closely related set of documents is often a more stable representation of that data locality than any single document. This is especially true because of the sparse nature of text data, in which two related documents may often have only a small number of words in common.

Many classifiers such as decision trees, which are popularly used in other data domains, are not quite as popular for text data. The reason for this is that decision trees use a strict hierarchical partitioning of the data. Therefore, the features at the higher levels of the tree are implicitly given greater importance than other features. In a text collection containing hundreds of thousands of features (words), a single word usually tells us very little about the class label. Furthermore, a decision tree will typically partition the data space with a very small number of splits. This is a problem, when this value is orders of magnitude less than the underlying data dimensionality. Of course, decision trees in text are not very balanced either, because of the fact that a given word is contained only in a small subset of the documents. Consider the case where a split corresponds to presence or absence of a word. Because of the imbalanced nature of the tree, most paths from the root to leaves will correspond to word-absence decisions, and a very small number (less than 5 to 10) word-presence decisions. Clearly, this will lead to poor classification, especially in cases where word-absence does not convey much information, and a modest number of word presence decisions are required. Univariate decision trees do not work very well for very high dimensional data sets, because of disproportionate importance to some features, and a corresponding inability to effectively leverage all the available features. It is possible to improve the effectiveness of decision trees for text classification by using multivariate splits, though this can be rather expensive.

The standard classification methods, which are used for the text domain, also need to be suitably modified. This is because of the high dimensional and sparse nature of the text domain. For example, text has a dedicated model, known as the multinomial Bayes model, which is different from the standard Bernoulli model [12]. The Bernoulli model treats the presence and absence of a word in a text document in a symmetric way. However, in a given text document, only a small fraction of the lexicon size is present in it. The absence of a word is usually far less informative than the presence of a word. The symmetric treatment of word presence and word absence can sometimes be detrimental to the effectiveness of a Bayes classifier in the text domain. In order to achieve this goal, the multinomial Bayes model is used, which uses the frequency of word presence in a document, but ignores non-occurrence.

In the context of SVM classifiers, scalability is important, because such classifiers scale poorly both with number of training documents and data dimensionality (lexicon size). Furthermore, the sparsity of text (i.e., few non-zero feature values) should be used to improve the training efficiency. This is because the training model in an SVM classifier is constructed using a constrained quadratic optimization problem, which has as many constraints as the number of data points. This is rather
large, and it directly results in an increased size of the corresponding Lagrangian relaxation. In the case of kernel SVM, the space-requirements for the kernel matrix could also scale quadratically with the number of data points. A few methods such as \textit{SVMLight} [53] address this issue by carefully breaking down the problem into smaller subproblems, and optimizing only a few variables at a time. Other methods such as \textit{SVMPerf} [54] also leverage the sparsity of the text domain. The \textit{SVMPerf} method scales as $O(n \cdot s)$, where $s$ is proportional to the average number of non-zero feature values per training document.

Text classification often needs to be performed in scenarios, where it is accompanied by linked data. The links between documents are typically inherited from domains such as the Web and social networks. In such cases, the links contain useful information, which should be leveraged in the classification process. A number of techniques have recently been designed to utilize such side information in the classification process. Detailed surveys on text classification may be found in [12, 78]. The problem of text classification is discussed in detail in Chapter 11 of this book.

1.3.3 Multimedia Classification

With the increasing popularity of social media sites, multimedia data has also become increasingly popular. In particular sites such as \textit{Flickr} or \textit{Youtube} allow users to upload their photos or videos at these sites. In such cases, it is desirable to perform classification of either portions or all of either a photograph or a video. In these cases, rich meta-data may also be available, which can facilitate more effective data classification. The issue of data representation is a particularly important one for multimedia data, because poor representations have a large semantic gap, which creates challenges for the classification process. The combination of text with multimedia data in order to create more effective classification models has been discussed in [8]. Many methods such as semi-supervised learning and transfer learning can also be used in order to improve the effectiveness of the data classification process. Multimedia data poses unique challenges, both in terms of data representation, and information fusion. Methods for multimedia data classification are discussed in [60]. A detailed discussion of methods for multimedia data classification is provided in Chapter 12.

1.3.4 Time Series and Sequence Data Classification

Both of these data types are temporal data types in which the attributes are of two types. The first type is the contextual attribute (time), and the second attribute, which corresponds to the time series value, is the behavioral attribute. The main difference between time series and sequence data is that time series data is continuous, whereas sequence data is discrete. Nevertheless, this difference is quite significant, because it changes the nature of the commonly used models in the two scenarios.

Time series data is popular in many applications such as sensor networks, and medical informatics, in which it is desirable to use large volumes of streaming time series data in order to perform the classification. Two kinds of classification are possible with time-series data:

- \textit{Classifying specific time-instants}: These correspond to specific events that can be inferred at particular instants of the data stream. In these cases, the labels are associated with instants in time, and the behavior of one or more time series are used in order to classify these instants. For example, the detection of significant events in real-time applications can be an important application in this scenario.

- \textit{Classifying part or whole series}: In these cases, the class labels are associated with portions or all of the series, and these are used for classification. For example, an ECG time-series will show characteristic shapes for specific diagnostic criteria for diseases.
Both of these scenarios are equally important from the perspective of analytical inferences in a wide variety of scenarios. Furthermore, these scenarios are also relevant to the case of sequence data. Sequence data arises frequently in biological, Web log mining, and system analysis applications. The discrete nature of the underlying data necessitates the use of methods that are quite different from the case of continuous time series data. For example, in the case of discrete sequences, the nature of the distance functions and modeling methodologies are quite different than those in time-series data.

A brief survey of time-series and sequence classification methods may be found in [91]. A detailed discussion on time-series data classification is provided in Chapter 13, and that of sequence data classification methods is provided in Chapter 14. While the two areas are clearly connected, there are significant differences between these two topics, so as to merit separate topical treatment.

1.3.5 Network Data Classification

Network data is quite popular in Web and social networks applications in which a variety of different scenarios for node classification arise. In most of these scenarios, the class labels are associated with nodes in the underlying network. In many cases, the labels are known only for a subset of the nodes. It is desired to use the known subset of labels in order to make predictions about nodes for which the labels are unknown. This problem is also referred to as collective classification. In this problem, the key assumption is that of homophily. This implies that edges imply similarity relationships between nodes. It is assumed that the labels vary smoothly over neighboring nodes. A variety of methods such as Bayes methods and spectral methods have been generalized to the problem of collective classification. In cases where content information is available at the nodes, the effectiveness of classification can be improved even further. A detailed survey on collective classification methods may be found in [6].

A different form of graph classification is one in which many small graphs exist, and labels are associated with individual graphs. Such cases arise commonly in the case of chemical and biological data, and are discussed in detail in [7]. The focus of the chapter in this book is on very large graphs and social networks because of their recent popularity. A detailed discussion of network classification methods is provided in Chapter 15 of this book.

1.3.6 Uncertain Data Classification

Many forms of data collection are uncertain in nature. For example, data collected with the use of sensors is often uncertain. Furthermore, in cases when data perturbation techniques are used, the data becomes uncertain. In some cases, statistical methods are used in order to infer parts of the data. An example is the case of link inference in network data. Uncertainty can play an important role in the classification of uncertain data. For example, if an attribute is known to be uncertain, its contribution to the training model can be de-emphasized, with respect to an attribute that has deterministic attributes.

The problem of uncertain data classification was first studied in [5]. In these methods, the uncertainty in the attributes is used as a first-class variable in order to improve the effectiveness of the classification process. This is because the relative importance of different features depends not only on their correlation with the class variable, but also the uncertainty inherent in them. Clearly, when the values of an attribute are more uncertain, it is less desirable to use them for the classification process. This is achieved in [5] with the use of a density-based transform that accounts for the varying level of uncertainty of attributes. Subsequently, many other methods have been proposed to account for the uncertainty in the attributes during the classification process. A detailed description of uncertain data classification methods is provided in Chapter 16.
1.4 Variations on Data Classification

Many natural variations of the data classification problem correspond to either small variations of the standard classification problem or are enhancements of classification with the use of additional data. The key variations of the classification problem are those of rare-class learning and distance function learning. Enhancements of the data classification problem make use of meta-algorithms, more data in methods such as transfer learning and co-training, active learning, and human intervention in visual learning. In addition, the topic of model evaluation is an important one in the context of data classification. This is because the issue of model evaluation is important for the design of effective classification meta-algorithms. In the following section, we will discuss the different variations of the classification problem.

1.4.1 Rare Class Learning

Rare class learning is an important variation of the classification problem, and is closely related to outlier analysis [1]. In fact, it can be considered a supervised variation of the outlier detection problem. In rare class learning, the distribution of the classes is highly imbalanced in the data, and it is typically more important to correctly determine the positive class. For example, consider the case where it is desirable to classify patients into malignant and normal categories. In such cases, the majority of patients may be normal, though it is typically much more costly to misclassify a truly malignant patient (false negative). Thus, false negatives are more costly than false positives. The problem is closely related to cost-sensitive learning, since the misclassification of different classes has different classes. The major difference with the standard classification problem is that the objective function of the problem needs to be modified with costs. This provides several avenues that can be used in order to effectively solve this problem:

- **Example Weighting:** In this case, the examples are weighted differently, depending upon their cost of misclassification. This leads to minor changes in most classification algorithms, which are relatively simple to implement. For example, in an SVM classifier, the objective function needs to be appropriately weighted with costs, whereas in a decision tree, the quantification of the split criterion needs to weight the examples with costs. In a nearest neighbor classifier, the $k$ nearest neighbors are appropriately weighted while determining the class with the largest presence.

- **Example Re-sampling:** In this case, the examples are appropriately re-sampled, so that rare classes are over-sampled, whereas the normal classes are under-sampled. A standard classifier is applied to the re-sampled data without any modification. From a technical perspective, this approach is equivalent to example weighting. However, from a computational perspective, such an approach has the advantage that the newly re-sampled data has much smaller size. This is because most of the examples in the data correspond to the normal class, which is drastically under-sampled, whereas the rare class is typically only mildly over-sampled.

Many variations of the rare class detection problem are possible, in which either examples of a single class are available, or the normal class is contaminated with rare class examples. A survey of algorithms for rare class learning may be found in [25]. This topic is discussed in detail in Chapter 17.

1.4.2 Distance Function Learning

Distance function learning is an important problem that is closely related to data classification. In this problem it is desirable to relate pairs of data instances to a distance value with the use of ei-
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ther supervised or unsupervised methods [3]. For example, consider the case of an image collection, in which the similarity is defined on the basis of a user-centered semantic criterion. In such a case, the use of standard distance functions such as the Euclidian metric may not reflect the semantic similarities between two images well, because they are based on human perception, and may even vary from collection to collection. Thus, the best way to address this issue is to explicitly incorporate human feedback into the learning process. Typically, this feedback is incorporated either in terms of pairs of images with explicit distance values, or in terms of rankings of different images to a given target image. Such an approach can be used for a variety of different data domains. This is the training data that is used for learning purposes. A detailed survey of distance function learning methods is provided in [92]. The topic of distance function learning is discussed in detail in Chapter 18.

1.4.3 Ensemble Learning for Data Classification

A meta-algorithm is a classification method that re-uses one or more currently existing classification algorithm by applying either multiple models for robustness, or combining the results of the same algorithm with different parts of the data. The general goal of the algorithm is to obtain more robust results by combining the results from multiple training models either sequentially or independently. The overall error of a classification model depends upon the bias and variance, in addition to the intrinsic noise present in the data. The bias of a classifier depends upon the fact that the decision boundary of a particular model may not correspond to the true decision boundary. For example, the training data may not have a linear decision boundary, but an SVM classifier will assume a linear decision boundary. The variance is based on the random variations in the particular training data set. Smaller training data sets will have larger variance. Different forms of ensemble analysis attempt to reduce this bias and variance. The reader is referred to [84] for an excellent discussion on bias and variance.

Meta-algorithms are used commonly in many data mining problems such as clustering and outlier analysis [1,2] in order to obtain more accurate results from different data mining problems. The area of classification is the richest one from the perspective of meta-algorithms, because of its crisp evaluation criteria and relative ease in combining the results of different algorithms. Some examples of popular meta-algorithms are as follows:

- **Boosting**: Boosting [40] is a common technique used in classification. The idea is to focus on successively difficult portions of the data set in order to create models that can classify the data points in these portions more accurately, and then use the ensemble scores over all the components. A hold-out approach is used in order to determine the incorrectly classified instances for each portion of the data set. Thus, the idea is to sequentially determine better classifiers for more difficult portions of the data, and then combine the results in order to obtain a meta-classifier, which works well on all parts of the data.

- **Bagging**: Bagging [24] is an approach that works with random data samples, and combines the results from the models constructed using different samples. The training examples for each classifier are selected by sampling with replacement. These are referred to as bootstrap samples. This approach has often been shown to provide superior results in certain scenarios, though this is not always the case. This approach is not effective for reducing the bias, but can reduce the variance, because of the specific random aspects of the training data.

- **Random Forests**: Random forests [23] are a method that use sets of decision trees on either splits with randomly generated vectors, or random subsets of the training data, and compute the score as a function of these different components. Typically, the random vectors are generated from a fixed probability distribution. Therefore, random forests can be created by either random split selection, or random input selection. Random forests are closely related
to bagging, and in fact bagging with decision trees can be considered a special case of random forests, in terms of how the sample is selected (bootstrapping). In the case of random forests, it is also possible to create the trees in a lazy way, which is tailored to the particular test instance at hand.

- **Model Averaging and Combination:** This is one of the most common models used in ensemble analysis. In fact, the random forest method discussed above is a special case of this idea. In the context of the classification problem, many Bayesian methods [34] exist for the model combination process. The use of different models ensures that the error caused by the bias of a particular classifier does not dominate the classification results.

- **Stacking:** Methods such as stacking [90] also combine different models in a variety of ways, such as using a second-level classifier in order to perform the combination. The output of different first-level classifiers is used to create a new feature representation for the second level classifier. These first level classifiers may be chosen in a variety of ways, such as using different bagged classifiers, or by using different training models. In order to avoid overfitting, the training data needs to be divided into two subsets for the first and second level classifiers.

- **Bucket of Models:** In this approach [94] a “hold-out” portion of the data set is used in order to decide the most appropriate model. The most appropriate model is one in which the highest accuracy is achieved in the held out data set. In essence, this approach can be viewed as a competition or bake-off contest between the different models.

The area of meta-algorithms in classification is very rich, and different variations may work better in different scenarios. An overview of different meta-algorithms in classification is provided in Chapter 19.

### 1.4.4 Enhancing Classification Methods with Additional Data

In this class of methods, additional labeled or unlabeled data is used to enhance classification. Both these methods are used when there is a direct paucity of the underlying training data. In the case of transfer learning, additional training (labeled) data from a different domain or problem is used to supervise the classification process. On the other hand, in the case of semi-supervised learning, unlabeled data is used to enhance the classification process. These methods are briefly described in this section.

#### 1.4.4.1 Semi-Supervised Learning

Semi-supervised learning methods improve the effectiveness of learning methods with the use of *unlabeled* data, when only a small amount of labeled data is available. The main difference between semi-supervised learning and transfer learning methods is that *unlabeled* data with the same features is used in the former, whereas external labeled data (possibly from a different source) is used in the latter. A key question arises as to why unlabeled data should improve the effectiveness of classification in any way, when it does not provide any additional labeling knowledge. The reason for this is that unlabeled data provides a good idea of the manifolds in which the data is embedded, as well as the density structure of the data in terms of the clusters and sparse regions. The key assumption is that the classification labels exhibit a smooth variation over different parts of the manifold structure of the underlying data. This manifold structure can be used to determine feature correlations, and joint feature distributions, which are very helpful for classification. The semi-supervised setting is also sometimes referred to as the *transductive* setting, when the test instances must be specified together with the training instances. Some problem settings such as collective classification of network data are naturally transductive.
The motivation of semi-supervised learning is that knowledge of the dense regions in the space and correlated regions of the space are helpful for classification. Consider the two-class example illustrated in Figure 1.4(a), in which only a single training example is available for each class. In such a case, the decision boundary between the two classes is the straight line perpendicular to the one joining the two classes. However, suppose that some additional unsupervised examples are available, as illustrated in Figure 1.4(b). These unsupervised examples are denoted by ‘x’. In such a case, the decision boundary changes from Figure 1.4(a). The major assumption here is that the classes vary less in dense regions of the training data, because of the smoothness assumption. As a result, even though the added examples do not have labels, they contribute significantly to improvements in classification accuracy.

In this example, the correlations between feature values were estimated with unlabeled training data. This has an intuitive interpretation in the context of text data, where joint feature distributions can be estimated with unlabeled data. For example, consider a scenario, where training data is available about predicting whether a document is the “politics” category. It may be possible that the word “Obama” (or some of the less common words) may not occur in any of the (small number of) training documents. However, the word “Obama” may often co-occur with many features of the “politics” category in the unlabeled instances. Thus, the unlabeled instances can be used to learn the relevance of these less common features to the classification process, especially when the amount of available training data is small.

Similarly, when the data is clustered, each cluster in the data is likely to predominantly contain data records of one class or the other. The identification of these clusters only requires unsupervised data rather than labeled data. Once the clusters have been identified from unlabeled data, only a small number of labeled examples are required in order to determine confidently which label corresponds to which cluster. Therefore, when a test example is classified, its clustering structure provides critical information for its classification process, even when a smaller number of labeled examples are available. It has been argued in [67] that the accuracy of the approach may increase exponentially with the number of labeled examples, as long as the assumption of smoothness in label structure variation holds true. Of course, in real life, this may not be true. Nevertheless, it has been shown repeatedly in many domains that the addition of unlabeled data provides significant advantages for the classification process. An argument for the effectiveness of semi-supervised learning that uses the spectral clustering structure of the data may be found in [18]. In some domains such as graph data, semi-supervised learning is the only way in which classification may be performed. This is because a given node may have very few neighbors of a specific class.

Semi-supervised methods are implemented in a wide variety of ways. Some of these methods directly try to label the unlabeled data in order to increase the size of the training set. The idea is
to incrementally add the most confidently predicted label to the training data. This is referred to as self training. Such methods have the downside that they run the risk of overfitting. For example, when an unlabeled example is added to the training data with a specific label, the label might be incorrect because of the specific characteristics of the feature space, or the classifier. This might result in further propagation of the errors. The results can be quite severe in many scenarios.

Therefore, semi-supervised methods need to be carefully designed in order to avoid overfitting. An example of such a method is co-training [21], which partitions the attribute set into two subsets, on which classifier models are independently constructed. The top label predictions of one classifier are used to augment the training data of the other, and vice-versa. Specifically, the steps of co-training are as follows:

1. Divide the feature space into two disjoint subsets $f_1$ and $f_2$.
2. Train two independent classifier models $M_1$ and $M_2$, which use the disjoint feature sets $f_1$ and $f_2$, respectively.
3. Add the unlabeled instance with the most confidently predicted label from $M_1$ to the training data for $M_2$ and vice-versa.
4. Repeat all the above steps.

Since the two classifiers are independently constructed on different feature sets, such an approach avoids overfitting. The partitioning of the feature set into $f_1$ and $f_2$ can be performed in a variety of ways. While it is possible to perform random partitioning of features, it is generally advisable to leverage redundancy in the feature set to construct $f_1$ and $f_2$. Specifically, each feature set $f_i$ should be picked so that the features in $f_j$ (for $j \neq i$) are redundant with respect to it. Therefore, each feature set represents a different view of the data, which is sufficient for classification. This ensures that the “confident” labels assigned to the other classifier are of high quality. At the same time, overfitting is avoided to at least some degree, because of the disjoint nature of the feature set used by the two classifiers. Typically, an erroneously assigned class label will be more easily detected by the disjoint feature set of the other classifier, which was not used to assign the erroneous label. For a test instance, each of the classifiers is used to make a prediction, and the combination score from the two classifiers may be used. For example, if the naive Bayes method is used as the base classifier, then the product of the two classifier scores may be used.

The aforementioned methods are generic meta-algorithms for semi-supervised learning. It is also possible to design variations of existing classification algorithms such as the EM-method, or transductive SVM classifiers. EM-based methods [67] are very popular for text data. These methods attempt to model the joint probability distributions of the features and the labels with the use of partially supervised clustering methods. This allows the estimation of the conditional probabilities in the Bayes classifier to be treated as missing data, for which the EM-algorithm is very effective. This approach shows a connection between the partially supervised clustering and partially supervised classification problems. The results show that partially supervised classification is most effective, when the clusters in the data correspond to the different classes. In transductive SVMs, the labels of the unlabeled examples are also treated as integer decision variables. The SVM formulation is modified in order to determine the maximum margin SVM, with the best possible label assignment of unlabeled examples. Surveys on semi-supervised methods may be found in [29, 96]. Semi-supervised methods are discussed in Chapter 20.

1.4.4.2 Transfer Learning

As in the case of semi-supervised learning, transfer learning methods are used when there is a direct paucity of the underlying training data. However, the difference from semi-supervised learning is that, instead of using unlabeled data, labeled data from a different domain is used to enhance
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the learning process. For example, consider the case of learning the class label of Chinese documents, where enough training data is not available about the documents. However, similar English documents may be available that contain training labels. In such cases, the knowledge in training data for the English documents can be transferred to the Chinese document scenario for more effective classification. Typically, this process requires some kind of “bridge” in order to relate the Chinese documents to the English documents. An example of such a “bridge” could be pairs of similar Chinese and English documents though many other models are possible. In many cases, a small amount of auxiliary training data in the form of labeled Chinese training documents may also be available in order to further enhance the effectiveness of the transfer process. This general principle can also be applied to cross-category or cross-domain scenarios where knowledge from one classification category is used to enhance the learning of another category [71], or the knowledge from one data domain (e.g., text) is used to enhance the learning of another data domain (e.g., images) [36, 70, 71, 95]. Broadly speaking, transfer learning methods fall into one of the following four categories:

1. Instance-Based Transfer: In this case, the feature spaces of the two domains are highly overlapping; even the class labels may be the same. Therefore, it is possible to transfer knowledge from one domain to the other by simply re-weighting the features.

2. Feature-Based Transfer: In this case, there may be some overlaps among the features, but a significant portion of the feature space may be different. Often, the goal is to perform a transformation of each feature set into a new low dimensional space, which can be shared across related tasks.

3. Parameter-Based Transfer: In this case, the motivation is that a good training model has typically learned a lot of structure. Therefore, if two tasks are related, then the structure can be transferred to learn the target task.

4. Relational-Transfer Learning: The idea here is that if two domains are related, they may share some similarity relations among objects. These similarity relations can be used for transfer learning across domains.

The major challenge in such transfer learning methods is that negative transfer can be caused in some cases when the side information used is very noisy or irrelevant to the learning process. Therefore, it is critical to use the transfer learning process in a careful and judicious way in order to truly improve the quality of the results. A survey on transfer learning methods may be found in [68], and a detailed discussion on this topic may be found in Chapter 21.

1.4.5 Incorporating Human Feedback

A different way of enhancing the classification process is to use some form of human supervision in order to improve the effectiveness of the classification process. Two forms of human feedback are quite popular, and they correspond to active learning and visual learning, respectively. These forms of feedback are different in that the former is typically focused on label acquisition with human feedback, so as to enhance the training data. The latter is focused on either visually creating a training model, or by visually performing the classification in a diagnostic way. Nevertheless, both forms of incorporating human feedback work with the assumption that the active input of a user can provide better knowledge for the classification process. It should be pointed out that the feedback in active learning may not always come from a user. Rather a generic concept of an oracle (such as Amazon Mechanical Turk) may be available for the feedback.
1.4.5.1 Active Learning

Most classification algorithms assume that the learner is a passive recipient of the data set, which is then used to create the training model. Thus, the data collection phase is cleanly separated out from modeling, and is generally not addressed in the context of model construction. However, data collection is costly, and is often the (cost) bottleneck for many classification algorithms. In active learning, the goal is to collect more labels during the learning process in order to improve the effectiveness of the classification process at a low cost. Therefore, the learning process and data collection process are tightly integrated with one another and enhance each other. Typically, the classification is performed in an interactive way with the learner providing well-chosen examples to the user, for which the user may then provide labels.

For example, consider the two-class example of Figure 1.5. Here, we have a very simple division of the data into two classes, which is shown by a vertical dotted line, as illustrated in Figure 1.5(a). The two classes here are labeled by A and B. Consider the case where it is possible to query only seven examples for the two different classes. In this case, it is quite possible that the small number of allowed samples may result in a training data which is unrepresentative of the true separation between the two classes. Consider the case when an SVM classifier is used in order to construct a model. In Figure 1.5(b), we have shown a total of seven samples randomly chosen from the underlying data. Because of the inherent noisiness in the process of picking a small number of samples, an SVM classifier will be unable to accurately divide the data space. This is shown in Figure 1.5(b), where a portion of the data space is incorrectly classified, because of the error of modeling the SVM classifier. In Figure 1.5(c), we have shown an example of a well chosen set of seven instances along the decision boundary of the two classes. In this case, the SVM classifier is able to accurately model the decision regions between the two classes. This is because of the careful choice of the instances chosen by the active learning process. An important point to note is that it is particularly useful to sample instances that can clearly demarcate the decision boundary between the two classes.

In general, the examples are typically chosen for which the learner has the greatest level of uncertainty based on the current training knowledge and labels. This choice evidently provides the greatest additional information to the learner in cases where the greatest uncertainty exists about the current label. As in the case of semi-supervised learning, the assumption is that unlabeled data is copious, but acquiring labels for it is expensive. Therefore, by using the help of the learner in choosing the appropriate examples to label, it is possible to greatly reduce the effort involved in the classification process. Active learning algorithms often use support vector machines, because the latter are particularly good at determining the boundaries between the different classes. Examples that lie on these boundaries are good candidates to query the user, because the greatest level of uncertainty exists for these examples. Numerous criteria exist for training example choice in active
learning algorithms, most of which try to either reduce the uncertainty in classification or reduce the error associated with the classification process. Some examples of criteria that are commonly used in order to query the learner are as follows:

- **Uncertainty Sampling**: In this case, the learner queries the user for labels of examples, for which the greatest level of uncertainty exists about its correct output [45].

- **Query by Committee (QBC)**: In this case, the learner queries the user for labels of examples in which a committee of classifiers have the greatest disagreement. Clearly, this is another indirect way to ensure that examples with the greatest uncertainty are queries [81].

- **Greatest Model Change**: In this case, the learner queries the user for labels of examples, which cause the greatest level of change from the current model. The goal here is to learn new knowledge that is not currently incorporated in the model [27].

- **Greatest Error Reduction**: In this case, the learner queries the user for labels of examples, which causes the greatest reduction of error in the current example [28].

- **Greatest Variance Reduction**: In this case, the learner queries the user for examples, which result in greatest reduction in output variance [28]. This is actually similar to the previous case, since the variance is a component of the total error.

- **Representativeness**: In this case, the learner queries the user for labels that are most representative of the underlying data. Typically, this approach combines one of the aforementioned criteria (such as uncertainty sampling or QBC) with a representativeness model such as a density-based method in order to perform the classification [80].

These different kinds of models may work well in different kinds of scenarios. Another form of active learning queries the data **vertically**. In other words, instead of examples, it is learned which attributes to collect, so as to minimize the error at a given cost level [62]. A survey on active learning methods may be found in [79]. The topic of active learning is discussed in detail in Chapter 22.

### 1.4.5.2 Visual Learning

The goal of visual learning is typically related to, but different from, active learning. While active learning collects examples from the user, visual learning takes the help of the user in the classification process in either creating the training model or using the model for classification of a particular test instance. This help can be received by learner in two ways:

- **Visual feedback in construction of training models**: In this case, the feedback of the user may be utilized in constructing the best training model. Since the user may often have important domain knowledge, this visual feedback may often result in more effective models. For example, while constructing a decision tree classifier, a user may provide important feedback about the split points at various levels of the tree. At the same time, a visual representation of the current decision tree may be provided to the user in order to facilitate more intuitive choices. An example of a decision tree that is constructed with the use of visual methods is discussed in [17].

- **Diagnostic classification of individual test instances**: In this case, the feedback is provided by the user during classification of test instances, rather than during the process of construction of the model. The goal of this method is different, in that it enables a better understanding of the causality of a test instance belonging to a particular class. An example of a visual method for diagnostic classification, which uses exploratory and visual analysis of test instances, is provided in [11]. Such a method is not suitable for classifying large numbers of test instances in batch. It is typically suitable for understanding the classification behavior of a small number of carefully selected test instances.
A general discussion on visual data mining methods is found in [10, 47, 49, 55, 83]. A detailed discussion of methods for visual classification is provided in Chapter 23.

1.4.6 Evaluating Classification Algorithms

An important issue in data classification is that of evaluation of classification algorithms. How do we know how well a classification algorithm is performing? There are two primary issues that arise in the evaluation process:

- **Methodology used for evaluation:** Classification algorithms require a training phase and a testing phase, in which the test examples are cleanly separated from the training data. However, in order to evaluate an algorithm, some of the labeled examples must be removed from the training data, and the model is constructed on these examples. The problem here is that the removal of labeled examples implicitly underestimates the power of the classifier, as it relates to the set of labels already available. Therefore, how should this removal from the labeled examples be performed so as to not impact the learner accuracy too much?

Various strategies are possible, such as hold-out, bootstrapping, and cross-validation, of which the first is the simplest to implement, and the last provides the greatest accuracy of implementation. In the hold-out approach, a fixed percentage of the training examples are “held out,” and not used in the training. These examples are then used for evaluation. Since only a subset of the training data is used, the evaluation tends to be pessimistic with the approach. Some variations use stratified sampling, in which each class is sampled independently in proportion. This ensures that random variations of class frequency between training and test examples are removed.

In bootstrapping, sampling with replacement is used for creating the training examples. The most typical scenario is that \( n \) examples are sampled with replacement, as a result of which the fraction of examples not sampled is equal to \( (1 - 1/n)^n \approx 1/e \), where \( e \) is the basis of the natural logarithm. The class accuracy is then evaluated as a weighted combination of the accuracy \( a_1 \) on the unsampled (test) examples, and the accuracy \( a_2 \) on the full labeled data. The full accuracy \( A \) is given by:

\[
A = (1 - 1/e) \cdot a_1 + (1/e) \cdot a_2
\]  

(1.23)

This procedure is repeated over multiple bootstrap samples and the final accuracy is reported. Note that the component \( a_2 \) tends to be highly optimistic, as a result of which the bootstrapping approach produces highly optimistic estimates. It is most appropriate for smaller data sets.

In cross-validation, the training data is divided into a set of \( k \) disjoint subsets. One of the \( k \) subsets is used for testing, whereas the other \( (k - 1) \) subsets are used for training. This process is repeated by using each of the \( k \) subsets as the test set, and the error is averaged over all possibilities. This has the advantage that all examples in the labeled data have an opportunity to be treated as test examples. Furthermore, when \( k \) is large, the training data size approaches the full labeled data. Therefore, such an approach approximates the accuracy of the model using the entire labeled data well. A special case is “leave-one-out” cross-validation, where \( k \) is chosen to be equal to the number of training examples, and therefore each test segment contains exactly one example. This is, however, expensive to implement.

- **Quantification of accuracy:** This issue deals with the problem of quantifying the error of a classification algorithm. At first sight, it would seem that it is most beneficial to use a measure such as the absolute classification accuracy, which directly computes the fraction of examples that are correctly classified. However, this may not always be appropriate in
all cases. For example, some algorithms may have much lower variance across different data sets, and may therefore be more desirable. In this context, an important issue that arises is that of the statistical significance of the results, when a particular classifier performs better than another on a data set. Another issue is that the output of a classification algorithm may either be presented as a discrete label for the test instance, or a numerical score, which represents the propensity of the test instance to belong to a specific class. For the case where it is presented as a discrete label, the accuracy is the most appropriate score.

In some cases, the output is presented as a numerical score, especially when the class is rare. In such cases, the Precision-Recall or ROC curves may need to be used for the purposes of classification evaluation. This is particularly important in imbalanced and rare-class scenarios. Even when the output is presented as a binary label, the evaluation methodology is different for the rare class scenario. In the rare class scenario, the misclassification of the rare class is typically much more costly than that of the normal class. In such cases, cost sensitive variations of evaluation models may need to be used for greater robustness. For example, the cost sensitive accuracy weights the rare class and normal class examples differently in the evaluation.

An excellent review of evaluation of classification algorithms may be found in [52]. A discussion of evaluation of classification algorithms is provided in Chapter 24.

1.5 Discussion and Conclusions

The problem of data classification has been widely studied in the data mining and machine learning literature. A wide variety of methods are available for data classification, such as decision trees, nearest neighbor methods, rule-based methods, neural networks, or SVM classifiers. Different classifiers may work more effectively with different kinds of data sets and application scenarios.

The data classification problem is relevant in the context of a variety of data types, such as text, multimedia, network data, time-series and sequence data. A new form of data is probabilistic data, in which the underlying data is uncertain and may require a different type of processing in order to use the uncertainty as a first-class variable. Different kinds of data may have different kinds of representations and contextual dependencies. This requires the design of methods that are well tailored to the different data types.

The classification problem has numerous variations that allow the use of either additional training data, or human intervention in order to improve the underlying results. In many cases, meta-algorithms may be used to significantly improve the quality of the underlying results.

The issue of scalability is an important one in the context of data classification. This is because data sets continue to increase in size, as data collection technologies have improved over time. Many data sets are collected continuously, and this has lead to large volumes of data streams. Even in cases where very large volumes of data are collected, big data technologies need to be designed for the classification process. This area of research is still in its infancy, and is rapidly evolving over time.
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2.1 Introduction

Nowadays, the growth of the high-throughput technologies has resulted in exponential growth in the harvested data with respect to both dimensionality and sample size. The trend of this growth of the UCI machine learning repository is shown in Figure 2.1. Efficient and effective management of these data becomes increasing challenging. Traditionally, manual management of these datasets has been impractical. Therefore, data mining and machine learning techniques were developed to automatically discover knowledge and recognize patterns from these data.

However, these collected data are usually associated with a high level of noise. There are many reasons causing noise in these data, among which imperfection in the technologies that collected the data and the source of the data itself are two major reasons. For example, in the medical images domain, any deficiency in the imaging device will be reflected as noise for the later process. This kind of noise is caused by the device itself. The development of social media changes the role of online users from traditional content consumers to both content creators and consumers. The quality of social media data varies from excellent data to spam or abuse content by nature. Meanwhile, social media data are usually informally written and suffers from grammatical mistakes, misspelling, and improper punctuation. Undoubtedly, extracting useful knowledge and patterns from such huge and noisy data is a challenging task.

Dimensionality reduction is one of the most popular techniques to remove noisy (i.e., irrelevant) and redundant features. Dimensionality reduction techniques can be categorized mainly into feature extraction and feature selection. Feature extraction methods project features into a new feature space with lower dimensionality and the new constructed features are usually combinations of original features. Examples of feature extraction techniques include Principle Component Analysis (PCA), Linear Discriminant Analysis (LDA), and Canonical Correlation Analysis (CCA). On the other hand, the feature selection approaches aim to select a small subset of features that minimize redundancy and maximize relevance to the target such as the class labels in classification. Representative feature selection techniques include Information Gain, Relief, Fisher Score, and Lasso.

Both feature extraction and feature selection are capable of improving learning performance, lowering computational complexity, building better generalizable models, and decreasing required storage. Feature extraction maps the original feature space to a new feature space with lower dimensions by combining the original feature space. It is difficult to link the features from original feature space to new features. Therefore further analysis of new features is problematic since there is no physical meaning for the transformed features obtained from feature extraction techniques. Meanwhile, feature selection selects a subset of features from the original feature set without any transformation, and maintains the physical meanings of the original features. In this sense, feature selection is superior in terms of better readability and interpretability. This property has its significance in many practical applications such as finding relevant genes to a specific disease and building a sentiment lexicon for sentiment analysis. Typically feature selection and feature extraction are presented separately. Via sparse learning such as $\ell_1$ regularization, feature extraction (transformation) methods can be converted into feature selection methods [48].

For the classification problem, feature selection aims to select subset of highly discriminant features. In other words, it selects features that are capable of discriminating samples that belong to different classes. For the problem of feature selection for classification, due to the availability of label information, the relevance of features is assessed as the capability of distinguishing different classes. For example, a feature $f_i$ is said to be relevant to a class $c_j$ if $f_i$ and $c_j$ are highly correlated.

In the following subsections, we will review the literature of data classification in Section (2.1.1), followed by general discussions about feature selection models in Section (2.1.2) and feature selection for classification in Section (2.1.3).
2.1.1 Data Classification

Classification is the problem of identifying to which of a set of categories (sub-populations) a new observation belongs, on the basis of a training set of data containing observations (or instances) whose category membership is known. Many real-world problems can be modeled as classification problems, such as assigning a given email into “spam” or “non-spam” classes, automatically assigning the categories (e.g., “Sports” and “Entertainment”) of coming news, and assigning a diagnosis to a given patient as described by observed characteristics of the patient (gender, blood pressure, presence or absence of certain symptoms, etc.). A general process of data classification is demonstrated in Figure 2.2, which usually consists of two phases — the training phase and the prediction phase.

In the training phase, data is analyzed into a set of features based on the feature generation models such as the vector space model for text data. These features may either be categorical (e.g., “A”, “B”, “AB” or “O”, for blood type), ordinal (e.g., “large”, “medium”, or “small”), integer-valued (e.g., the number of occurrences of a part word in an email) or real-valued (e.g., a measurement of blood pressure). Some algorithms work only in terms of discrete data such as ID3 and require that real-valued or integer-valued data be discretized into groups (e.g., less than 5, between 5 and 10, or greater than 10). After representing data through these extracted features, the learning algorithm...
will utilize the label information as well as the data itself to learn a map function \( f \) (or a classifier) from features to labels, such as,

\[
f(features) \rightarrow labels.
\]  

\[ (2.1) \]

In the prediction phase, data is represented by the feature set extracted in the training process, and then the map function (or the classifier) learned from the training phase will perform on the feature represented data to predict the labels. Note that the feature set used in the training phase should be the same as that in the prediction phase.

There are many classification methods in the literature. These methods can be categorized broadly into linear classifiers, support vector machines, decision trees, and Neural networks. A linear classifier makes a classification decision based on the value of a linear combination of the features. Examples of linear classifiers include Fisher's linear discriminant, logistic regression, the naive bayes classifier, and so on. Intuitively, a good separation is achieved by the hyperplane that has the largest distance to the nearest training data point of any class (so-called functional margin), since in general the larger the margin the lower the generalization error of the classifier. Therefore, the support vector machine constructs a hyperplane or set of hyperplanes by maximizing the margin. In decision trees, a tree can be learned by splitting the source set into subsets based on a feature value test. This process is repeated on each derived subset in a recursive manner called recursive partitioning. The recursion is completed when the subset at a node has all the same values of the target feature, or when splitting no longer adds value to the predictions.

### 2.1.2 Feature Selection

In the past thirty years, the dimensionality of the data involved in machine learning and data mining tasks has increased explosively. Data with extremely high dimensionality has presented
serious challenges to existing learning methods [39], i.e., the curse of dimensionality [21]. With the presence of a large number of features, a learning model tends to overfit, resulting in the degeneration of performance. To address the problem of the curse of dimensionality, dimensionality reduction techniques have been studied, which is an important branch in the machine learning and data mining research area. Feature selection is a widely employed technique for reducing dimensionality among practitioners. It aims to choose a small subset of the relevant features from the original ones according to certain relevance evaluation criterion, which usually leads to better learning performance (e.g., higher learning accuracy for classification), lower computational cost, and better model interpretability.

According to whether the training set is labeled or not, feature selection algorithms can be categorized into supervised [61, 68], unsupervised [13, 51], and semi-supervised feature selection [71, 77]. Supervised feature selection methods can further be broadly categorized into filter models, wrapper models, and embedded models. The filter model separates feature selection from classifier learning so that the bias of a learning algorithm does not interact with the bias of a feature selection algorithm. It relies on measures of the general characteristics of the training data such as distance, consistency, dependency, information, and correlation. Relief [60], Fisher score [11], and Information Gain based methods [52] are among the most representative algorithms of the filter model. The wrapper model uses the predictive accuracy of a predetermined learning algorithm to determine the quality of selected features. These methods are prohibitively expensive to run for data with a large number of features. Due to these shortcomings in each model, the embedded model was proposed to bridge the gap between the filter and wrapper models. First, it incorporates the statistical criteria, as the filter model does, to select several candidate features subsets with a given cardinality. Second, it chooses the subset with the highest classification accuracy [40]. Thus, the embedded model usually achieves both comparable accuracy to the wrapper and comparable efficiency to the filter model. The embedded model performs feature selection in the learning time. In other words, it achieves model fitting and feature selection simultaneously [15,54]. Many researchers also paid attention to developing unsupervised feature selection. Unsupervised feature selection is a less constrained search problem without class labels, depending on clustering quality measures [12], and can eventuate many equally valid feature subsets. With high-dimensional data, it is unlikely to recover the relevant features without considering additional constraints. Another key difficulty is how to objectively measure the results of feature selection [12]. A comprehensive review about unsupervised feature selection can be found in [1]. Supervised feature selection assesses the relevance of features guided by the label information but a good selector needs enough labeled data, which is time consuming. While unsupervised feature selection works with unlabeled data, it is difficult to evaluate the relevance of features. It is common to have a data set with huge dimensionality but small labeled-sample size. High-dimensional data with small labeled samples permits too large a hypothesis space yet with too few constraints (labeled instances). The combination of the two data characteristics manifests a new research challenge. Under the assumption that labeled and unlabeled data are sampled from the same population generated by target concept, semi-supervised feature selection makes use of both labeled and unlabeled data to estimate feature relevance [77].

Feature weighting is thought of as a generalization of feature selection [69]. In feature selection, a feature is assigned a binary weight, where 1 means the feature is selected and 0 otherwise. However, feature weighting assigns a value, usually in the interval [0,1] or [-1,1], to each feature. The greater this value is, the more salient the feature will be. Most of the feature weight algorithms assign a unified (global) weight to each feature over all instances. However, the relative importance, relevance, and noise in the different dimensions may vary significantly with data locality. There are local feature selection algorithms where the local selection of features is done specific to a test instance, which is is common in lazy leaning algorithms such as kNN [9,22]. The idea is that feature selection or weighting is done at classification time (rather than at training time), because knowledge of the test instance sharpens the ability to select features.
Typically, a feature selection method consists of four basic steps [40], namely, subset generation, subset evaluation, stopping criterion, and result validation. In the first step, a candidate feature subset will be chosen based on a given search strategy, which is sent, in the second step, to be evaluated according to a certain evaluation criterion. The subset that best fits the evaluation criterion will be chosen from all the candidates that have been evaluated after the stopping criterion are met. In the final step, the chosen subset will be validated using domain knowledge or a validation set.

2.1.3 Feature Selection for Classification

The majority of real-world classification problems require supervised learning where the underlying class probabilities and class-conditional probabilities are unknown, and each instance is associated with a class label [8]. In real-world situations, we often have little knowledge about relevant features. Therefore, to better represent the domain, many candidate features are introduced, resulting in the existence of irrelevant/redundant features to the target concept. A relevant feature is neither irrelevant nor redundant to the target concept; an irrelevant feature is not directly associated with the target concept but affects the learning process, and a redundant feature does not add anything new to the target concept [8]. In many classification problems, it is difficult to learn good classifiers before removing these unwanted features due to the huge size of the data. Reducing the number of irrelevant/redundant features can drastically reduce the running time of the learning algorithms and yields a more general classifier. This helps in getting a better insight into the underlying concept of a real-world classification problem.

A general feature selection for classification framework is demonstrated in Figure 2.3. Feature selection mainly affects the training phase of classification. After generating features, instead of processing data with the whole features to the learning algorithm directly, feature selection for classification will first perform feature selection to select a subset of features and then process the data with the selected features to the learning algorithm. The feature selection phase might be independent of the learning algorithm, as in filter models, or it may iteratively utilize the performance of the learning algorithms to evaluate the quality of the selected features, as in wrapper models. With the finally selected features, a classifier is induced for the prediction phase.

Usually feature selection for classification attempts to select the minimally sized subset of features according to the following criteria:
the classification accuracy does not significantly decrease; and

• the resulting class distribution, given only the values for the selected features, is as close as possible to the original class distribution, given all features.

Ideally, feature selection methods search through the subsets of features and try to find the best one among the competing $2^m$ candidate subsets according to some evaluation functions [8]. However, this procedure is exhaustive as it tries to find only the best one. It may be too costly and practically prohibitive, even for a medium-sized feature set size $(m)$. Other methods based on heuristic or random search methods attempt to reduce computational complexity by compromising performance. These methods need a stopping criterion to prevent an exhaustive search of subsets.

In this chapter, we divide feature selection for classification into three families according to the feature structure — methods for flat features, methods for structured features, and methods for streaming features as demonstrated in Figure 2.4. In the following sections, we will review these three groups with representative algorithms in detail.

Before going to the next sections, we introduce notations we adopt in this book chapter. Assume that $f = \{f_1, f_2, \ldots, f_m\}$ and $C = \{c_1, c_2, \ldots, c_K\}$ denote the feature set and the class label set where $m$ and $K$ are the numbers of features and labels, respectively. $X = \{x_1, x_2, \ldots, x_n\} \in \mathbb{R}^{m \times n}$ is the data where $n$ is the number of instances and the label information of the $i$-th instance $x_i$ is denoted as $y_i$.

### 2.2 Algorithms for Flat Features

In this section, we will review algorithms for flat features, where features are assumed to be independent. Algorithms in this category are usually further divided into three groups — filter models, wrapper models, and embedded models.
2.2.1 Filter Models

Relying on the characteristics of data, filter models evaluate features without utilizing any classification algorithms [39]. A typical filter algorithm consists of two steps. In the first step, it ranks features based on certain criteria. Feature evaluation could be either univariate or multivariate. In the univariate scheme, each feature is ranked independently of the feature space, while the multivariate scheme evaluates features in an batch way. Therefore, the multivariate scheme is naturally capable of handling redundant features. In the second step, the features with highest rankings are chosen to induce classification models. In the past decade, a number of performance criteria have been proposed for filter-based feature selection, such as Fisher score [10], methods based on mutual information [37, 52, 74], and ReliefF and its variants [34, 56].

**Fisher Score** [10]: Features with high quality should assign similar values to instances in the same class and different values to instances from different classes. With this intuition, the score for the \(i\)-th feature \(S_i\) will be calculated by Fisher Score as,

\[
S_i = \frac{\sum_{k=1}^{K} n_j (\mu_{ij} - \mu_i)^2}{\sum_{k=1}^{K} n_j \rho_{ij}^2},
\]

(2.2)

where \(\mu_{ij}\) and \(\rho_{ij}\) are the mean and the variance of the \(i\)-th feature in the \(j\)-th class, respectively, \(n_j\) is the number of instances in the \(j\)-th class, and \(\mu_i\) is the mean of the \(i\)-th feature.

Fisher Score evaluates features individually; therefore, it cannot handle feature redundancy. Recently, Gu et al. [17] proposed a generalized Fisher score to jointly select features, which aims to find a subset of features that maximize the lower bound of traditional Fisher score and solve the following problem:

\[
\|W^\top \text{diag}(p)X - G\|^2_F + \gamma \|W\|^2_F,
\]

s.t., \(p \in \{0, 1\}^m, p^\top 1 = d,\)

(2.3)

where \(p\) is the feature selection vector, \(d\) is the number of features to select, and \(G\) is a special label indicator matrix, as follows:

\[
G(i, j) = \begin{cases} 
\sqrt{\frac{n}{n_j}} - \sqrt{\frac{n}{n}} & \text{if } x_i \in c_j, \\
- \sqrt{\frac{n}{n}} & \text{otherwise}.
\end{cases}
\]

(2.4)

**Mutual Information based on Methods** [37, 52, 74]: Due to its computational efficiency and simple interpretation, information gain is one of the most popular feature selection methods. It is used to measure the dependence between features and labels and calculates the information gain between the \(i\)-th feature \(f_i\) and the class labels \(C\) as

\[
IG(f_i, C) = H(f_i) - H(f_i|C),
\]

(2.5)

where \(H(f_i)\) is the entropy of \(f_i\) and \(H(f_i|C)\) is the entropy of \(f_i\) after observing \(C\):

\[
H(f_i) = - \sum_j p(x_j) \log_2(p(x_j)),
\]

\[
H(f_i|C) = - \sum_k p(c_k) \sum_j p(x_j|c_k) \log_2(p(x_j|c_k)).
\]

(2.6)

In information gain, a feature is relevant if it has a high information gain. Features are selected in a univariate way, therefore, information gain cannot handle redundant features. In [74], a fast filter method FCBF based on mutual information was proposed to identify relevant features as well as redundancy among relevant features and measure feature-class and feature-feature correlation.
Given a threshold \( \rho \), FCBC first selects a set of features \( S \) that is highly correlated to the class with \( SU \geq \rho \), where \( SU \) is symmetrical uncertainty defined as
\[
SU(f_i, C) = 2 \frac{IG(f_i, C)}{H(f_i) + H(C)}.
\]

A feature \( f_i \) is called predominant iff \( SU(f_i, c_k) \geq \rho \) and there is no \( f_j (f_j \in S, j \neq i) \) such as \( SU(j, i) \geq SU(i, c_k) \). \( f_i \) is a redundant feature to \( f_j \) if \( SU(j, i) \geq SU(i, c_k) \). Then the set of redundant features is denoted as \( S(p_i) \), which is further split into \( S^+_{p_i} \) and \( S^-_{p_i} \). \( S^+_{p_i} \) and \( S^-_{p_i} \) contain redundant features to \( f_i \) with \( SU(j, c_k) > SU(i, c_k) \) and \( SU(j, c_k) \leq SU(i, c_k) \), respectively. Finally FCBC applied three heuristics on \( S(p_i) \), \( S^+_{p_i} \) and \( S^-_{p_i} \) to remove the redundant features and keep the features that are most relevant to the class. FCBC provides an effective way to handle feature redundancy in feature selection.

Minimum-Redundancy-Maximum-Relevance (mRmR) is also a mutual information based method and it selects features according to the maximal statistical dependency criterion [52]. Due to the difficulty in directly implementing the maximal dependency condition, mRmR is an approximation to maximizing the dependency between the joint distribution of the selected features and the classification variable. Minimize Redundancy for discrete features and continuous features is defined as:

\[
\text{for Discrete Features: } \min W_i, \quad W_i = \frac{1}{|S|^2} \sum_{i,j \in S} I(i,j),
\]

\[
\text{for Continuous Features: } \min W_c, \quad W_c = \frac{1}{|S|^2} \sum_{i,j \in S} |C(i,j)|
\]

where \( I(i,j) \) and \( C(i,j) \) are mutual information and the correlation between \( f_i \) and \( f_j \), respectively. Meanwhile, Maximize Relevance for discrete features and continuous features is defined as:

\[
\text{for Discrete Features: } \max V_i, \quad V_i = \frac{1}{|S|^2} \sum_{i \in S} I(h,i),
\]

\[
\text{for Continuous Features: } \max V_c, \quad V_c = \frac{1}{|S|^2} \sum_i F(i,h)
\]

where \( h \) is the target class and \( F(i,h) \) is the F-statistic.

Relieff [34,56]: Relief and its multi-class extension Relieff select features to separate instances from different classes. Assume that \( \ell \) instances are randomly sampled from the data and then the score of the \( i \)-th feature \( S_i \) is defined by Relief as,
\[
S_i = \frac{1}{2} \sum_{k=1}^{\ell} d(X_{ik} - X_{iM_k}) - d(X_{ik} - X_{iH_k}),
\]

where \( M_k \) denotes the values on the \( i \)-th feature of the nearest instances to \( x_k \) with the same class label, while \( H_k \) denotes the values on the \( i \)-th feature of the nearest instances to \( x_k \) with different class labels. \( d(\cdot) \) is a distance measure. To handle multi-class problem, Equation (2.10) is extended as,

\[
S_i = \frac{1}{K} \sum_{k=1}^{\ell} \left( -\frac{1}{m_k} \sum_{x_{ij} \in M_k} d(X_{ik} - X_{ij}) + \sum_{y \neq y_k} \frac{1}{h_{ky}} \frac{p(y)}{1 - p(y)} \sum_{s_j \in H_k} d(X_{ik} - X_{ij}) \right)
\]

where \( M_k \) and \( H_{ky} \) denotes the sets of nearest points to \( x_k \) with the same class and the class \( y \) with sizes of \( m_k \) and \( h_{ky} \), respectively, and \( p(y) \) is the probability of an instance from the class \( y \). In [56], the authors related the relevance evaluation criterion of Relieff to the hypothesis of margin maximization, which explains why the algorithm provides superior performance in many applications.
2.2.2 Wrapper Models

Filter models select features independent of any specific classifiers. However, the major disadvantage of the filter approach is that it totally ignores the effects of the selected feature subset on the performance of the induction algorithm [20, 36]. The optimal feature subset should depend on the specific biases and heuristics of the induction algorithm. Based on this assumption, wrapper models utilize a specific classifier to evaluate the quality of selected features, and offer a simple and powerful way to address the problem of feature selection, regardless of the chosen learning machine [26, 36]. Given a predefined classifier, a typical wrapper model will perform the following steps:

- **Step 1:** searching a subset of features,
- **Step 2:** evaluating the selected subset of features by the performance of the classifier,
- **Step 3:** repeating **Step 1** and **Step 2** until the desired quality is reached.

A general framework for wrapper methods of feature selection for classification [36] is shown in Figure 2.5, and it contains three major components:

- feature selection search — how to search the subset of features from all possible feature subsets,
- feature evaluation — how to evaluate the performance of the chosen classifier, and
- induction algorithm.

In wrapper models, the predefined classifier works as a black box. The feature search component will produce a set of features and the feature evaluation component will use the classifier to estimate the performance, which will be returned back to the feature search component for the next iteration of feature subset selection. The feature set with the highest estimated value will be chosen as the
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The resulting classifier is then evaluated on an independent testing set that is not used during the training process [36].

The size of search space for \( m \) features is \( O(2^m) \), thus an exhaustive search is impractical unless \( m \) is small. Actually the problem is known to be NP-hard [18]. A wide range of search strategies can be used, including hill-climbing, best-first, branch-and-bound, and genetic algorithms [18]. The hill-climbing strategy expands the current set and moves to the subset with the highest accuracy, terminating when no subset improves over the current set. The best-first strategy is to select the most promising set that has not already been expanded and is a more robust method than hill-climbing [36]. Greedy search strategies seem to be particularly computationally advantageous and robust against overfitting. They come in two flavors — forward selection and backward elimination. Forward selection refers to a search that begins at the empty set of features and features are progressively incorporated into larger and larger subsets, whereas backward elimination begins with the full set of features and progressively eliminates the least promising ones. The search component aims to find a subset of features with the highest evaluation, using a heuristic function to guide it. Since we do not know the actual accuracy of the classifier, we use accuracy estimation as both the heuristic function and the valuation function in the feature evaluation phase. Performance assessments are usually done using a validation set or by cross-validation.

Wrapper models obtain better predictive accuracy estimates than filter models [36,38]. However, wrapper models are very computationally expensive compared to filter models. It produces better performance for the predefined classifier since we aim to select features that maximize the quality; therefore the selected subset of features is inevitably biased to the predefined classifier.

2.2.3 Embedded Models

Filter models select features that are independent of the classifier and avoid the cross-validation step in a typical wrapper model; therefore they are computationally efficient. However, they do not take into account the biases of the classifiers. For example, the relevance measure of Relief would not be appropriate as feature subset selectors for Naïve-Bayes because in many cases the performance of Naïve-Bayes improves with the removal of relevant features [18]. Wrapper models utilize a predefined classifier to evaluate the quality of features and representational biases of the classifier are avoided by the feature selection process. However, they have to run the classifier many times to assess the quality of selected subsets of features, which is very computationally expensive. Embedded Models embedding feature selection with classifier construction, have the advantages of (1) wrapper models — they include the interaction with the classification model and (2) filter models — and they are far less computationally intensive than wrapper methods [40,46,57].

There are three types of embedded methods. The first are pruning methods that first utilize all features to train a model and then attempt to eliminate some features by setting the corresponding coefficients to 0, while maintaining model performance such as recursive feature elimination using a support vector machine (SVM) [5,19]. The second are models with a built-in mechanism for feature selection such as ID3 [55] and C4.5 [54]. The third are regularization models with objective functions that minimize fitting errors and in the meantime force the coefficients to be small or to be exactly zero. Features with coefficients that are close to 0 are then eliminated [46]. Due to good performance, regularization models attract increasing attention. We will review some representative methods below based on a survey paper of embedded models based on regularization [46].

Without loss of generality, in this section, we only consider linear classifiers \( \mathbf{w} \) in which classification of \( \mathbf{Y} \) can be based on a linear combination of \( \mathbf{X} \) such as SVM and logistic regression. In regularization methods, classifier induction and feature selection are achieved simultaneously by estimating \( \mathbf{w} \) with properly tuned penalties. The learned classifier \( \mathbf{w} \) can have coefficients exactly equal to zero. Since each coefficient of \( \mathbf{w} \) corresponds to one feature such as \( w_i \) for \( f_i \), feature selection is achieved and only features with nonzero coefficients in \( \mathbf{w} \) will be used in the classifier.
Specifically, we define $\hat{w}$ as,

$$\hat{w} = \min_w c(w, X) + \alpha \text{penalty}(w)$$  \hspace{1cm} (2.12)

where $c(\cdot)$ is the classification objective function, $\text{penalty}(w)$ is a regularization term, and $\alpha$ is the regularization parameter controlling the trade-off between the $c(\cdot)$ and the penalty. Popular choices of $c(\cdot)$ include quadratic loss such as least squares, hinge loss such as $\ell_1$ SVM [5], and logistic loss such as BlogReg [15].

- **Quadratic loss:**
  $$c(w, X) = \sum_{i=1}^{n} (y_i - w^\top x_i)^2,$$  \hspace{1cm} (2.13)

- **Hinge loss:**
  $$c(w, X) = \sum_{i=1}^{n} \max(0, 1 - y_i w^\top x_i),$$  \hspace{1cm} (2.14)

- **Logistic loss:**
  $$c(w, X) = \sum_{i=1}^{n} \log(1 + \exp(-y_i (w^\top x_i + b))).$$  \hspace{1cm} (2.15)

**Lasso Regularization [64]:** Lasso regularization is based on $\ell_1$-norm of the coefficient of $w$ and defined as

$$\text{penalty}(w) = \sum_{i=1}^{m} |w_i|. \hspace{1cm} (2.16)$$

An important property of the $\ell_1$ regularization is that it can generate an estimation of $w$ [64] with exact zero coefficients. In other words, there are zero entities in $w$, which denotes that the corresponding features are eliminated during the classifier learning process. Therefore, it can be used for feature selection.

**Adaptive Lasso [80]:** The Lasso feature selection is consistent if the underlying model satisfies a non-trivial condition, which may not be satisfied in practice [76]. Meanwhile the Lasso shrinkage produces biased estimates for the large coefficients; thus, it could be suboptimal in terms of estimation risk [14].

The adaptive Lasso is proposed to improve the performance of as [80]

$$\text{penalty}(w) = \sum_{i=1}^{m} \frac{1}{b_i} |w_i|, \hspace{1cm} (2.17)$$

where the only difference between Lasso and adaptive Lasso is that the latter employs a weighted adjustment $b_i$ for each coefficient $w_i$. The article shows that the adaptive Lasso enjoys the oracle properties and can be solved by the same efficient algorithm for solving the Lasso.

The article also proves that for linear models $w$ with $n \gg m$, the adaptive Lasso estimate is selection consistent under very general conditions if $b_i$ is a $\sqrt{n}$ consistent estimate of $w_i$. Complementary to this proof, [24] shows that when $m \gg n$ for linear models, the adaptive Lasso estimate is also selection consistent under a partial orthogonality condition in which the covariates with zero coefficients are weakly correlated with the covariates with nonzero coefficients.
Bridge regularization \[23, 35\]: Bridge regularization is formally defined as
\[
\text{penalty}(\mathbf{w}) = \sum_{i=1}^{n} |w_i|^\gamma, \quad 0 \leq \gamma \leq 1.
\] (2.18)

Lasso regularization is a special case of bridge regularization when \(\gamma = 1\).

For linear models, the bridge regularization is feature selection consistent, even when the Lasso is not \([23]\) when \(n \gg m\) and \(\gamma < 1\); the regularization is still feature selection consistent if the features associated with the phenotype and those not associated with the phenotype are only weakly correlated when \(n \gg m\) and \(\gamma < 1\).

Elastic net regularization \[81\]: In practice, it is common that a few features are highly correlated. In this situation, the Lasso tends to select only one of the correlated features \([81]\). To handle features with high correlations, elastic net regularization is proposed as
\[
\text{penalty}(\mathbf{w}) = \sum_{i=1}^{n} |w_i|^\gamma + (\sum_{i=1}^{n} w_i^2)^{\lambda},
\] (2.19)

with \(0 < \gamma \leq 1\) and \(\lambda \geq 1\). The elastic net is a mixture of bridge regularization with different values of \(\gamma\). \([81]\) proposes \(\gamma = 1\) and \(\lambda = 1\), which is extended to \(\gamma < 1\) and \(\lambda = 1\) by \([43]\).

Through the loss function \(c(\mathbf{w}, \mathbf{X})\), the above-mentioned methods control the size of residuals. An alternative way to obtain a sparse estimation of \(\mathbf{w}\) is Dantzig selector, which is based on the normal score equations and controls the correlation of residuals with \(\mathbf{X}\) as \([6]\),
\[
\min \|\mathbf{w}\|_1, \quad \text{s.t.} \quad \|\mathbf{X}^\top (\mathbf{y} - \mathbf{w}^\top \mathbf{X})\|_{\infty} \leq \lambda,
\] (2.20)

\(\|\cdot\|_{\infty}\) is the \(\ell_{\infty}\)-norm of a vector and Dantzig selector was designed for linear regression models. Candes and Tao have provided strong theoretical justification for this performance by establishing sharp non-asymptotic bounds on the \(\ell_2\)-error in the estimated coefficients, and showed that the error is within a factor of \(\log(p)\) of the error that would be achieved if the locations of the non-zero coefficients were known \([6, 28]\). Strong theoretical results show that LASSO and Dantzig selector are closely related \([28]\).

### 2.3 Algorithms for Structured Features

The models introduced in the last section assume that features are independent and totally overlook the feature structures \([73]\). However, for many real-world applications, the features exhibit certain intrinsic structures, e.g., spatial or temporal smoothness \([65, 79]\), disjoint/overlapping groups \([29]\), trees \([33]\), and graphs \([25]\). Incorporating knowledge about the structures of features may significantly improve the classification performance and help identify the important features. For example, in the study of arrayCGH \([65, 66]\), the features (the DNA copy numbers along the genome) have the natural spatial order, and incorporating the structure information using an extension of the \(\ell_1\)-norm outperforms the Lasso in both classification and feature selection. In this section, we review feature selection algorithms for structured features and these structures include group, tree, and graph.

Since most existing algorithms in this category are based on linear classifiers, we focus on linear classifiers such as SVM and logistic classifiers in this section. A very popular and successful approach to learn linear classifiers with structured features is to minimize a empirical error penalized by a regularization term as
\[
\min \mathbf{w} \quad c(\mathbf{w}^\top \mathbf{X}, \mathbf{Y}) + \alpha \text{penalty}(\mathbf{w}, \mathcal{G}),
\] (2.21)
where $G$ denotes the structure of features, and $\alpha$ controls the trade-off between data fitting and regularization. Equation (2.21) will lead to sparse classifiers, which lend themselves particularly well to interpretation, which is often of primary importance in many applications such as biology or social sciences [75].

2.3.1 Features with Group Structure

In many real-world applications, features form group structures. For example, in the multifactor analysis-of-variance (ANOVA) problem, each factor may have several levels and can be denoted as a group of dummy features [75]; in speed and signal processing, different frequency bands can be represented by groups [49]. When performing feature selection, we tend to select or not select features in the same group simultaneously. Group Lasso, driving all coefficients in one group to zero together and thus resulting in group selection, attracts more and more attention [3, 27, 41, 50, 75].

Assume that features form $k$ disjoint groups $G = \{G_1, G_2, \ldots, G_k\}$ and there is no overlap between any two groups. With the group structure, we can rewrite $w$ into the block form as $w = \{w_1, w_2, \ldots, w_k\}$ where $w_i$ corresponds to the vector of all coefficients of features in the $i$-th group $G_i$. Then, the group Lasso performs the $\ell_{q,1}$-norm regularization on the model parameters as

$$penalty(w, G) = \sum_{i=1}^{k} h_i \| w_{G_i} \|_q,$$

where $\| \cdot \|_q$ is the $\ell_{q}$-norm with $q > 1$, and $h_i$ is the weight for the $i$-th group. Lasso does not take group structure information into account and does not support group selection, while group Lasso can select or not select a group of features as a whole.

Once a group is selected by the group Lasso, all features in the group will be selected. For certain applications, it is also desirable to select features from the selected groups, i.e., performing simultaneous group selection and feature selection. The sparse group Lasso takes advantages of both Lasso and group Lasso, and it produces a solution with simultaneous between- and within-group sparsity. The sparse group Lasso regularization is based on a composition of the $\ell_{q,1}$-norm and the $\ell_1$-norm,

$$penalty(w, G) = \alpha \| w \|_1 + (1 - \alpha) \sum_{i=1}^{k} h_i \| w_{G_i} \|_q,$$

where $\alpha \in [0, 1]$, the first term controls the sparsity in the feature level, and the second term controls the group selection.

Figure 2.6 demonstrates the different solutions among Lasso, group Lasso, and sparse group Lasso. In the figure, features form four groups $\{G_1, G_2, G_3, G_4\}$. Light color denotes the corresponding feature of the cell with zero coefficients and dark color indicates non-zero coefficients. From the figure, we observe that

• Lasso does not consider the group structure and selects a subset of features among all groups;

• group Lasso can perform group selection and select a subset of groups. Once the group is selected, all features in this group are selected; and

• sparse group Lasso can select groups and features in the selected groups at the same time.

In some applications, the groups overlap. One motivation example is the use of biologically meaningful gene/protein sets (groups) given by [73]. If the proteins/genes either appear in the same pathway, or are semantically related in terms of gene ontology (GO) hierarchy, or are related from
Figure 2.6: Illustration of Lasso, group Lasso and sparse group Lasso. Features can be grouped into four disjoint groups \( \{ G_1, G_2, G_3, G_4 \} \). Each cell denotes a feature and light color represents the corresponding cell with coefficient zero.

gene set enrichment analysis (GSEA), they are related and assigned to the same groups. For example, the canonical pathway in MSigDB has provided 639 groups of genes. It has been shown that the group (of proteins/genes) markers are more reproducible than individual protein/gene markers and modeling such group information as prior knowledge can improve classification performance [7].

Groups may overlap — one protein/gene may belong to multiple groups. In these situations, group Lasso does not correctly handle overlapping groups and a given coefficient only belongs to one group. Algorithms investigating overlapping groups are proposed as [27, 30, 33, 42]. A general overlapping group Lasso regularization is similar to that for group Lasso regularization in Equation (2.23)

\[
\text{penalty}(w, G) = \alpha \|w\|_1 + (1 - \alpha) \sum_{i=1}^{k} h_i \|w_{G_i}\|_q,
\]

however, groups for overlapping group Lasso regularization may overlap, while groups in group Lasso are disjoint.

2.3.2 Features with Tree Structure

In many applications, features can naturally be represented using certain tree structures. For example, the image pixels of the face image can be represented as a tree, where each parent node contains a series of child nodes that enjoy spatial locality; genes/proteins may form certain hierarchical tree structures [42]. Tree-guided group Lasso regularization is proposed for features represented as an index tree [30, 33, 42].

In the index tree, each leaf node represents a feature and each internal node denotes the group of the features that correspond to the leaf nodes of the subtree rooted at the given internal node. Each internal node in the tree is associated with a weight that represents the height of the subtree, or how tightly the features in the group for that internal node are correlated, which can be formally defined as follows [42].

For an index tree \( G \) of depth \( d \), let \( G_i = \{ G_{i1}, G_{i2}, \ldots, G_{in_i} \} \) contain all the nodes corresponding to depth \( i \) where \( n_i \) is the number of nodes of the depth \( i \). The nodes satisfy the following conditions:

- the nodes from the same depth level have non-overlapping indices, i.e., \( G_{j1} \cap G_{k1} = \emptyset \), \( \forall i \in \{1,2,\ldots,d\}, j \neq k, 1 \leq j,k \leq n_i \);
Figure 2.7 shows a sample index tree of depth 3 with 8 features, where $G_j^i$ are defined as

- $G_0^1 = \{f_1, f_2, f_3, f_4, f_5, f_6, f_7, f_8\}$,
- $G_1^0 = \{f_1, f_2\}$, $G_1^1 = \{f_3, f_4, f_5, f_6, f_7\}$, $G_1^3 = \{f_8\}$,
- $G_2^1 = \{f_1, f_2\}$, $G_2^2 = \{f_3, f_4\}$ $G_2^3 = \{f_5, f_6, f_7\}$.

We can observe that

- $G_1^0$ contains all features;
- the index sets from different nodes may overlap, e.g., any parent node overlaps with its child nodes;
- the nodes from the same depth level do not overlap; and
- the index set of a child node is a subset of that of its parent node.

With the definition of the index tree, the tree-guided group Lasso regularization is,

$$\text{penalty}(\mathbf{w}, G) = \sum_{i=0}^{d} \sum_{j=1}^{n_i} p_j^i \| \mathbf{w}_{G_j^i} \|_q,$$

(2.25)

Since any parent node overlaps with its child nodes, if a specific node is not selected (i.e., its corresponding model coefficient is zero), then all its child nodes will not be selected. For example, in Figure 2.7, if $G_1^3$ is not selected, both $G_2^3$ and $G_2^2$ will not be selected, indicating that features $\{f_5, f_6, f_7\}$ will be not selected. Note that the tree structured group Lasso is a special case of the overlapping group Lasso with a specific tree structure.
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**FIGURE 2.8**: An illustration of the graph of 7 features \(\{f_1, f_2, \ldots, f_7\}\) and its corresponding representation \(A\).

### 2.3.3 Features with Graph Structure

We often have knowledge about pair-wise dependencies between features in many real-world applications [58]. For example, in natural language processing, digital lexicons such as WordNet can indicate which words are synonyms or antonyms; many biological studies have suggested that genes tend to work in groups according to their biological functions, and there are some regulatory relationships between genes. In these cases, features form an undirected graph, where the nodes represent the features, and the edges imply the relationships between features. Several recent studies have shown that the estimation accuracy can be improved using dependency information encoded as a graph.

Let \(G(N, E)\) be a given graph where \(N = \{1, 2, \ldots, m\}\) is a set of nodes, and \(E\) is a set of edges. Node \(i\) corresponds to the \(i\)-th feature and we use \(A \in \mathbb{R}^{m \times m}\) to denote the adjacency matrix of \(G\). Figure 2.8 shows an example of the graph of 7 features \(\{f_1, f_2, \ldots, f_7\}\) and its representation \(A\).

If nodes \(i\) and \(j\) are connected by an edge in \(E\), then the \(i\)-th feature and the \(j\)-th feature are more likely to be selected together, and they should have similar weights. One intuitive way to formulate graph Lasso is to force weights of two connected features close by a square loss as

\[
penalty(w, G) = \lambda \|w\|_1 + (1 - \lambda) \sum_{i,j} A_{ij}(w_i - w_j)^2, \tag{2.26}
\]

which is equivalent to

\[
penalty(w, G) = \lambda \|w\|_1 + (1 - \lambda) w^T \mathcal{L} w, \tag{2.27}
\]

where \(\mathcal{L} = D - A\) is the Laplacian matrix and \(D\) is a diagonal matrix with \(D_{ii} = \sum_{j=1}^{m} A_{ij}\). The Laplacian matrix is positive semi-definite and captures the underlying local geometric structure of the data. When \(\mathcal{L}\) is an identity matrix, \(w^T \mathcal{L} w = \|w\|_2^2\) and then Equation (2.27) reduces to the elastic net penalty [81]. Because \(w^T \mathcal{L} w\) is both convex and differentiable, existing efficient algorithms for solving the Lasso can be applied to solve Equation (2.27).
Equation (2.27) assumes that the feature graph is unsigned, and encourages positive correlation between the values of coefficients for the features connected by an edge in the unsigned graph. However, two features might be negatively correlated. In this situation, the feature graph is signed, with both positive and negative edges. To perform feature selection with a signed feature graph, GFLasso employs a different \( \ell_1 \) regularization over a graph [32],

\[
\text{penalty}(\mathbf{w}, \mathbf{G}) = \lambda \|\mathbf{w}\|_1 + (1 - \lambda) \sum_{i,j} A_{ij} \|\mathbf{w}_i - \sign(r_{ij})\mathbf{x}_j\|, \tag{2.28}
\]

where \( r_{ij} \) is the correlation between two features. When \( f_i \) and \( f_j \) are positively connected, \( r_{ij} > 0 \), i.e., with a positive edge, \( \text{penalty}(\mathbf{w}, \mathbf{G}) \) forces the coefficients \( \mathbf{w}_i \) and \( \mathbf{w}_j \) to be similar; while \( f_i \) and \( f_j \) are negatively connected, \( r_{ij} < 0 \), i.e., with a negative edge, the penalty forces \( \mathbf{w}_i \) and \( \mathbf{w}_j \) to be dissimilar. Due to possible graph misspecification, GFLasso may introduce additional estimation bias in the learning process. For example, additional bias may occur when the sign of the edge between \( f_i \) and \( f_j \) is inaccurately estimated.

In [72], the authors introduced several alternative formulations for graph Lasso. One of the formulations is defined as

\[
\text{penalty}(\mathbf{w}, \mathbf{G}) = \lambda \|\mathbf{w}\|_1 + (1 - \lambda) \sum_{i,j} A_{ij} \max(\|\mathbf{w}_i\|, \|\mathbf{w}_j\|), \tag{2.29}
\]

where a pairwise \( \ell_{\infty} \) regularization is used to force the coefficients to be equal and the grouping constraints are only put on connected nodes with \( A_{ij} = 1 \). The \( \ell_1 \)-norm of \( \mathbf{w} \) encourages sparseness, and \( \max(\|\mathbf{w}_i\|, \|\mathbf{w}_j\|) \) will penalize the larger coefficients, which can be decomposed as

\[
\max(\|\mathbf{w}_i\|, \|\mathbf{w}_j\|) = \frac{1}{2}(\|\mathbf{w}_i + \mathbf{w}_j\| + \|\mathbf{w}_i - \mathbf{w}_j\|), \tag{2.30}
\]

which can be further represented as

\[
\max(\|\mathbf{w}_i\|, \|\mathbf{w}_j\|) = \|\mathbf{u}^\top \mathbf{w}\| + \|\mathbf{v}^\top \mathbf{w}\|, \tag{2.31}
\]

where \( \mathbf{u} \) and \( \mathbf{v} \) are two vectors with only two non-zero entities, i.e., \( \mathbf{u}_i = \mathbf{u}_j = \frac{1}{2} \) and \( \mathbf{v}_i = -\mathbf{v}_j = \frac{1}{2} \).

The GOSCAR formulation is closely related to OSCAR in [4]. However, OSCAR assumes that all features form a complete graph, which means that the feature graph is complete. OSCAR works for \( \mathbf{A} \) whose entities are all 1, while GOSCAR can work with an arbitrary undirected graph where \( \mathbf{A} \) is any symmetric matrix. In this sense, GOSCAR is more general. Meanwhile, the formulation for GOSCAR is much more challenging to solve than that of OSCAR.

The limitation of the Laplacian Lasso — that the different signs of coefficients can introduce additional penalty — can be overcome by the grouping penalty of GOSCAR. However, GOSCAR can easily overpenalize the coefficient \( \mathbf{w}_i \) or \( \mathbf{w}_j \) due to the property of the max operator. The additional penalty would result in biased estimation, especially for large coefficients. As mentioned above, GFLasso will introduce estimation bias when the sign between \( \mathbf{w}_i \) and \( \mathbf{w}_j \) is wrongly estimated. This motivates the following non-convex formulation for graph features,

\[
\text{penalty}(\mathbf{w}, \mathbf{G}) = \lambda \|\mathbf{w}\|_1 + \lambda \sum_{i,j} A_{ij} \|\mathbf{w}_i - |\mathbf{w}_j|\|, \tag{2.32}
\]

where the grouping penalty \( \sum_{i,j} A_{ij} \|\mathbf{w}_i - |\mathbf{w}_j|\| \) controls only magnitudes of differences of coefficients while ignoring their signs over the graph. Via the \( \ell_1 \) regularization and grouping penalty, feature grouping and selection are performed simultaneously where only large coefficients as well as pairwise difference are shrunk [72].

For features with graph structure, a subset of highly connected features in the graph is likely to be selected or not selected as a whole. For example, in Figure 2.8, \( \{f_5, f_6, f_7\} \) are selected, while \( \{f_1, f_2, f_3, f_4\} \) are not selected.
2.4 Algorithms for Streaming Features

Methods introduced above assume that all features are known in advance, and another interesting scenario is taken into account where candidate features are sequentially presented to the classifier for potential inclusion in the model [53,67,70,78]. In this scenario, the candidate features are generated dynamically and the size of features is unknown. We call this kind of features streaming features and feature selection for streaming features is called streaming feature selection. Streaming feature selection has practical significance in many applications. For example, the famous microblogging Web site Twitter produces more than 250 millions tweets per day and many new words (features) are generated, such as abbreviations. When performing feature selection for tweets, it is not practical to wait until all features have been generated, thus it could be more preferable to streaming feature selection.

A general framework for streaming feature selection is presented in Figure 2.9. A typical streaming feature selection will perform the following steps:

- **Step 1**: Generating a new feature.
- **Step 2**: Determining whether to add the newly generated feature to the set of currently selected features.
- **Step 3**: Determining whether to remove features from the set of currently selected features.
- **Step 4**: Repeat Step 1 to Step 3.

Different algorithms may have different implementations for Step 2 and Step 3, and next we will review some representative methods in this category. Note that Step 3 is optional and some streaming feature selection algorithms only implement Step 2.
2.4.1 The Grafting Algorithm

Perkins and Theiler proposed a streaming feature selection framework based on grafting, which is a general technique that can be applied to a variety of models that are parameterized by a weight vector $\mathbf{w}$, subject to $\ell_1$ regularization, such as the Lasso regularized feature selection framework in Section 2.2.3, as

$$\hat{\mathbf{w}} = \min_{\mathbf{w}} c(\mathbf{w}, \mathbf{X}) + \alpha \sum_{j=1}^{m} |w_j|. \quad (2.33)$$

When all features are available, penalty($\mathbf{w}$) penalizes all weights in $\mathbf{w}$ uniformly to achieve feature selection, which can be applied to streaming features with the grafting technique. In Equation (2.33), every one-zero weight $w_j$ added to the model incurs a regularize penalty of $\alpha |w_j|$. Therefore the feature adding to the model only happens when the loss of $c(\cdot)$ is larger than the regularizer penalty. The grafting technique will only take $w_j$ away from zero if:

$$\frac{\partial c}{\partial w_j} > \alpha, \quad (2.34)$$

otherwise the grafting technique will set the weight to zero (or exclude the feature).

2.4.2 The Alpha-Investing Algorithm

$\alpha$-investing controls the false discovery rate by dynamically adjusting a threshold on the p-statistic for a new feature to enter the model [78], which is described as

- Initialize $w_0, i = 0$, selected features in the model $SF = \emptyset$
- Step 1: Get a new feature $f_i$
- Step 2: Set $\alpha_i = w_i/(2i)$
- Step 3:

$$w_{i+1} = w_i - \alpha_i \quad \text{if } pvalue(x_i, SF) \geq \alpha_i,$$

$$w_{i+1} = w_i + \alpha \Delta - \alpha_i, \quad SF = SF \cup f_i \quad \text{otherwise}$$

- Step 4: $i = i + 1$
- Step 5: Repeat Step 1 to Step 3

where the threshold $\alpha_i$ is the probability of selecting a spurious feature in the $i$-th step and it is adjusted using the wealth $w_i$, which denotes the current acceptable number of future false positives. Wealth is increased when a feature is selected to the model, while wealth is decreased when a feature is not selected to the model. The $p$-value is the probability that a feature coefficient could be judged to be non-zero when it is actually zero, which is calculated by using the fact that $\Delta$-Loglikelihood is equivalent to $t$-statistics. The idea of $\alpha$-investing is to adaptively control the threshold for selecting features so that when new features are selected to the model, one “invests” $\alpha$ increasing the wealth raising the threshold, and allowing a slightly higher future chance of incorrect inclusion of features. Each time a feature is tested and found not to be significant, wealth is “spent,” reducing the threshold so as to keep the guarantee of not selecting more than a target fraction of spurious features.
2.4.3 The Online Streaming Feature Selection Algorithm

To determine the value of $\alpha$, the grafting algorithm requires all candidate features in advance, while the $\alpha$-investing algorithm needs some prior knowledge about the structure of the feature space to heuristically control the choice of candidate feature selection, and it is difficult to obtain sufficient prior information about the structure of the candidate features with a feature stream. Therefore the online streaming feature selection algorithm (OSFS) is proposed to solve these challenging issues in streaming feature selection [70].

An entire feature set can be divided into four basic disjoint subsets — (1) irrelevant features, (2) redundant feature, (3) weakly relevant but non-redundant features, and (4) strongly relevant features. An optimal feature selection algorithm should have non-redundant and strongly relevant features. For streaming features, it is difficult to find all strongly relevant and non-redundant features. OSFS finds an optimal subset using a two-phase scheme — online relevance analysis and redundancy analysis. A general framework of OSFS is presented as follows:

- Initialize $BCF = \emptyset$;
- Step 1: Generate a new feature $f_k$;
- Step 2: Online relevance analysis
  
  Disregard $f_k$, if $f_k$ is irrelevant to the class labels.
  
  $BCF = BCF \cup f_k$ otherwise;

- Step 3: Online Redundancy Analysis;
- Step 4: Alternate Step 1 to Step 3 until the stopping criteria are satisfied.

In the relevance analysis phase, OSFS discovers strongly and weakly relevant features, and adds them into best candidate features (BCF). If a new coming feature is irrelevant to the class label, it is discarded, otherwise it is added to BCF.

In the redundancy analysis, OSFS dynamically eliminates redundant features in the selected subset. For each feature $f_k$ in BCF, if there exists a subset within BCF making $f_k$ and the class label conditionally independent, $f_k$ is removed from BCF. An alternative way to improve the efficiency is to further divide this phase into two analyses — inner-redundancy analysis and outer-redundancy analysis. In the inner-redundancy analysis, OSFS only re-examines the feature newly added into BCF, while the outer-redundancy analysis re-examines each feature of BCF only when the process of generating a feature is stopped.

2.5 Discussions and Challenges

Here are several challenges and concerns that we need to mention and discuss briefly in this chapter about feature selection for classification.

2.5.1 Scalability

With the tremendous growth of dataset sizes, the scalability of current algorithms may be in jeopardy, especially with these domains that require an online classifier. For example, data that cannot be loaded into the memory require a single data scan where the second pass is either unavailable or very expensive. Using feature selection methods for classification may reduce the issue
of scalability for clustering. However, some of the current methods that involve feature selection in the classification process require keeping full dimensionality in the memory. Furthermore, other methods require an iterative process where each sample is visited more than once until convergence.

On the other hand, the scalability of feature selection algorithms is a big problem. Usually, they require a sufficient number of samples to obtain, statically, adequate results. It is very hard to observe feature relevance score without considering the density around each sample. Some methods try to overcome this issue by memorizing only samples that are important or a summary. In conclusion, we believe that the scalability of classification and feature selection methods should be given more attention to keep pace with the growth and fast streaming of the data.

2.5.2 Stability

Algorithms of feature selection for classification are often evaluated through classification accuracy. However, the stability of algorithms is also an important consideration when developing feature selection methods. A motivated example is from bioinformatics: The domain experts would like to see the same or at least a similar set of genes, i.e., features to be selected, each time they obtain new samples in the presence of a small amount of perturbation. Otherwise they will not trust the algorithm when they get different sets of features while the datasets are drawn for the same problem. Due to its importance, stability of feature selection has drawn the attention of the feature selection community. It is defined as the sensitivity of the selection process to data perturbation in the training set. It is found that well-known feature selection methods can select features with very low stability after perturbation is introduced to the training samples. In [2] the authors found that even the underlying characteristics of data can greatly affect the stability of an algorithm. These characteristics include dimensionality \( m \), sample size \( n \), and different data distribution across different folds, and the stability issue tends to be data dependent. Developing algorithms of feature selection for classification with high classification accuracy and stability is still challenging.

2.5.3 Linked Data

Most existing algorithms of feature selection for classification work with generic datasets and always assume that data is independent and identically distributed. With the development of social media, linked data is available where instances contradict the i.i.d. assumption.

Linked data has become ubiquitous in real-world applications such as tweets in Twitter\(^1\) (tweets linked through hyperlinks), social networks in Facebook\(^2\) (people connected by friendships), and biological networks (protein interaction networks). Linked data is patently not independent and identically distributed (i.i.d.), which is among the most enduring and deeply buried assumptions of traditional machine learning methods [31, 63]. Figure 2.10 shows a typical example of linked data in social media. Social media data is intrinsically linked via various types of relations such as user-post relations and user-user relations.

Many linked-data-related learning tasks are proposed, such as collective classification [47, 59], and relational clustering [44, 45], but the task of feature selection for linked data is rarely touched. Feature selection methods for linked data need to solve the following immediate challenges:

- How to exploit relations among data instances; and
- How to take advantage of these relations for feature selection.

Two attempts to handle linked data w.r.t. feature selection for classification are LinkedFS [62] and FSNet [16]. FSNet works with networked data and is supervised, while LinkedFS works with

\(^1\)http://www.twitter.com/
\(^2\)https://www.facebook.com/
social media data with social context and is semi-supervised. In LinkedFS, various relations (co-Post, coFollowing, coFollowed, and Following) are extracted following social correlation theories. LinkedFS significantly improves the performance of feature selection by incorporating these relations into feature selection. There are many issues needing further investigation for linked data, such as handling noise, and incomplete and unlabeled linked social media data.

FIGURE 2.10: Typical linked social media data and its two representations.
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3.1 Introduction

In machine learning, classification is considered an instance of the supervised learning methods, i.e., inferring a function from labeled training data. The training data consist of a set of training examples, where each example is a pair consisting of an input object (typically a vector) \( x = (x_1, x_2, ..., x_d) \) and a desired output value (typically a class label) \( y \in \{C_1, C_2, ..., C_K\} \). Given such a set of training data, the task of a classification algorithm is to analyze the training data and produce an inferred function, which can be used to classify new (so far unseen) examples by assigning a correct class label to each of them. An example would be assigning a given email into “spam” or “non-spam” classes.

A common subclass of classification is probabilistic classification, and in this chapter we will focus on some probabilistic classification methods. Probabilistic classification algorithms use statistical inference to find the best class for a given example. In addition to simply assigning the best class like other classification algorithms, probabilistic classification algorithms will output a corresponding probability of the example being a member of each of the possible classes. The class with the highest probability is normally then selected as the best class. In general, probabilistic classification algorithms has a few advantages over non-probabilistic classifiers: First, it can output a confidence value (i.e., probability) associated with its selected class label, and therefore it can abstain if its confidence of choosing any particular output is too low. Second, probabilistic classifiers can be more effectively incorporated into larger machine learning tasks, in a way that partially or completely avoids the problem of error propagation.

Within a probabilistic framework, the key point of probabilistic classification is to estimate the posterior class probability \( p(C_k | x) \). After obtaining the posterior probabilities, we use decision theory [5] to determine class membership for each new input \( x \). Basically, there are two ways in which we can estimate the posterior probabilities.

In the first case, we focus on determining the class-conditional probabilities \( p(x|C_k) \) for each class \( C_k \) individually, and infer the prior class \( p(C_k) \) separately. Then using Bayes’ theorem, we can obtain the posterior class probabilities \( p(C_k | x) \). Equivalently, we can model the joint distribution \( p(x, C_k) \) directly and then normalize to obtain the posterior probabilities. As the class-conditional probabilities define the statistical process that generates the features we measure, these approaches that explicitly or implicitly model the distribution of inputs as well as outputs are known as generative models. If the observed data are truly sampled from the generative model, then fitting the parameters of the generative model to maximize the data likelihood is a common method. In this chapter, we will introduce two common examples of probabilistic generative models for classification: Naive Bayes classifier and Hidden Markov model.

Another class of models is to directly model the posterior probabilities \( p(C_k | x) \) by learning a discriminative function \( f(x) = p(C_k | x) \) that maps input \( x \) directly onto a class label \( C_k \). This approach is often referred to as the discriminative model as all effort is placed on defining the overall discriminative function with the class-conditional probabilities in consideration. For instance, in the case of two-class problems, \( f(x) = p(C_1 | x) \) might be continuous value between 0 and 1, such that \( f < 0.5 \) represents class \( C_1 \) and \( f > 0.5 \) represents class \( C_2 \). In this chapter, we will introduce
several probabilistic discriminative models, including Logistic Regression, a type of generalized linear models [23], and Conditional Random Fields.

In this chapter, we introduce several fundamental models and algorithms for probabilistic classification, including the following:

- **Naive Bayes Classifier.** A Naive Bayes classifier is a simple probabilistic classifier based on applying Bayes’ theorem with strong (naive) independence assumptions. A good application of Naive Bayes classifier is document classification.

- **Logistic Regression.** Logistic regression is an approach for predicting the outcome of a categorical dependent variable based on one or more observed variables. The probabilities describing the possible outcomes are modeled as a function of the observed variables using a logistic function.

- **Hidden Markov Model.** A Hidden Markov model (HMM) is a simple case of dynamic Bayesian network, where the hidden states are forming a chain and only some possible value for each state can be observed. One goal of HMM is to infer the hidden states according to the observed values and their dependency relationships. A very important application of HMM is part-of-speech tagging in NLP.

- **Conditional Random Fields.** A Conditional Random Field (CRF) is a special case of Markov random field, but each state of node is conditional on some observed values. CRFs can be considered as a type of discriminative classifiers, as they do not model the distribution over observations. Name entity recognition in information extraction is one of CRF’s applications.

This chapter is organized as follows. In Section 3.2, we briefly review Bayes’ theorem and introduce Naive Bayes classifier, a successful generative probabilistic classification. In Section 3.3, we describe a popular discriminative probabilistic classification logistic regression. We therefore begin our discussion of probabilistic graphical models for classification in Section 3.4, presenting two popular probabilistic classification models, i.e., hidden Markov model and conditional random field. Finally, we give the summary in Section 3.5.

### 3.2 Naive Bayes Classification

The Naive Bayes classifier is based on the Bayes’ theorem, and is particularly suited when the dimensionality of the inputs is high. Despite its simplicity, the Naive Bayes classifier can often achieve comparable performance with some sophisticated classification methods, such as decision tree and selected neural network classifier. Naive Bayes classifiers have also exhibited high accuracy and speed when applied to large datasets. In this section, we will briefly review Bayes’ theorem, then give an overview of Naive Bayes classifier and its use in machine learning, especially document classification.

#### 3.2.1 Bayes’ Theorem and Preliminary

A widely used framework for classification is provided by a simple theorem of probability [5,11] known as Bayes’ theorem or Bayes’s rule. Before we introduce Bayes’ Theorem, let us first review two fundamental rules of probability theory in the following form:

$$ p(X) = \sum_{Y} p(X,Y) \quad (3.1) $$

$$ p(X,Y) = p(Y|X)p(X). \quad (3.2) $$
where the first equation is the *sum rule*, and the second equation is the *product rule*. Here $p(X,Y)$ is a joint probability, the quantity $p(Y|X)$ is a conditional probability, and the quantity $p(X)$ is a marginal probability. These two simple rules form the basis for all of the probabilistic theory that we use throughout this chapter.

Based on the product rule, together with the symmetry property $p(X,Y) = p(Y,X)$, it is easy to obtain the following Bayes’ theorem,

$$ p(Y|X) = \frac{p(X|Y)p(Y)}{p(X)}, \quad (3.3) $$

which plays a central role in machine learning, especially classification. Using the sum rule, the denominator in Bayes’ theorem can be expressed in terms of the quantities appearing in the numerator

$$ p(X) = \sum_Y p(X|Y)p(Y). $$

The denominator in Bayes’ theorem can be regarded as being the normalization constant required to ensure that the sum of the conditional probability on the left-hand side of Equation (3.3) over all values of $Y$ equals one.

Let us consider a simple example to better understand the basic concepts of probability theory and the Bayes’ theorem. Suppose we have two boxes, one red and one white, and in the red box we have two apples, four lemons, and six oranges, and in the white box we have three apples, six lemons, and one orange. Now suppose we randomly pick one of the boxes and from that box we randomly select an item, and have observed which sort of item it is. In the process, we replace the item in the box from which it came, and we could imagine repeating this process many times. Let us suppose that we pick the red box 40% of the time and we pick the white box 60% of the time, and that when we select an item from a box we are equally likely to select any of the items in the box.

Let us define random variable $Y$ to denote the box we choose, then we have

$$ p(Y = r) = 4/10 $$

and

$$ p(Y = w) = 6/10, $$

where $p(Y = r)$ is the marginal probability that we choose the red box, and $p(Y = w)$ is the marginal probability that we choose the white box.

Suppose that we pick a box at random, and then the probability of selecting an item is the fraction of that item given the selected box, which can be written as the following conditional probabilities

$$ p(X = a|Y = r) = 2/12 \quad (3.4) $$
$$ p(X = l|Y = r) = 4/12 \quad (3.5) $$
$$ p(X = o|Y = r) = 6/12 \quad (3.6) $$
$$ p(X = a|Y = w) = 3/10 \quad (3.7) $$
$$ p(X = l|Y = w) = 6/10 \quad (3.8) $$
$$ p(X = o|Y = w) = 1/10. \quad (3.9) $$

Note that these probabilities are normalized so that

$$ p(X = a|Y = r) + p(X = l|Y = r) + p(X = o|Y = r) = 1 $$

and

$$ p(X = a|Y = w) + p(X = l|Y = w) + p(X = o|Y = w) = 1. $$
Now suppose an item has been selected and it is an orange, and we would like to know which box it came from. This requires that we evaluate the probability distribution over boxes conditioned on the identity of the item, whereas the probabilities in Equation (3.4)-(3.9) illustrate the distribution of the item conditioned on the identity of the box. Based on Bayes’ theorem, we can calculate the posterior probability by reversing the conditional probability

$$p(Y = r|X = o) = \frac{p(X = o|Y = r)p(Y = r)}{p(X = o)} = \frac{6/12 \times 4/10}{13/50} = \frac{10}{13},$$

where the overall probability of choosing an orange $p(X = o)$ can be calculated by using the sum and product rules

$$p(X = o) = p(X = o|Y = r)p(Y = r) + p(X = o|Y = w)p(Y = w) = \frac{6}{12} \times \frac{4}{10} + \frac{1}{10} \times \frac{6}{10} = \frac{13}{50}.$$ 

From the sum rule, it then follows that $p(Y = w|X = o) = 1 - 10/13 = 3/13.$

In general cases, we are interested in the probabilities of the classes given the data samples. Suppose we use random variable $Y$ to denote the class label for data samples, and random variable $X$ to represent the feature of data samples. We can interpret $p(Y = C_k)$ as the prior probability for the class $C_k$, which represents the probability that the class label of a data sample is $C_k$ before we observe the data sample. Once we observe the feature $X$ of a data sample, we can then use Bayes’ theorem to compute the corresponding posterior probability $p(Y|X)$. The quantity $p(X|Y)$ can be expressed as how probable the observed data $X$ is for different classes, which is called the likelihood. Note that the likelihood is not a probability distribution over $Y$, and its integral with respect to $Y$ does not necessarily equal one. Given this definition of likelihood, we can state Bayes’ theorem as $p(Y|X) \propto \text{likelihood} \times \text{prior}$. Now that we have introduced the Bayes’ theorem, in the next subsection, we will look at how Bayes’ theorem is used in the Naive Bayes classifier.

### 3.2.2 Naive Bayes Classifier

Naive Bayes classifier is known to be the simplest Bayesian classifier, and it has become an important probabilistic model and has been remarkably successful in practice despite its strong independence assumption [10,20,21,36]. Naive Bayes has proven effective in text classification [25,27], medical diagnosis [16], and computer performance management, among other applications [35]. In the following subsections, we will describe the model of Naive Bayes classifier, and maximum-likelihood estimates as well as its applications.

**Problem setting:** Let us first define the problem setting as follows: Suppose we have a set of training set $\{(x^{(i)}, y^{(i)})\}$ consisting of $N$ examples, each $x^{(i)}$ is a $d$-dimensional feature vector, and each $y^{(i)}$ denotes the class label for the example. We assume random variables $Y$ and $X$ with components $X_1,\ldots,X_d$ corresponding to the label $y$ and the feature vector $x = (x_1,x_2,\ldots,x_d)$. Note that the superscript is used to index training examples for $i = 1,\ldots,N$, and the subscript is used to refer to each feature or random variable of a vector. In general, $Y$ is a discrete variable that falls into exactly one of $K$ possible classes $\{C_k\}$ for $k \in \{1,\ldots,K\}$, and the features of $X_1,\ldots,X_d$ can be any discrete or continuous attributes.

Our task is to train a classifier that will output the posterior probability $p(Y|X)$ for possible values of $Y$. According to Bayes’ theorem, $p(Y = C_k|X = x)$ can be represented as

$$p(Y = C_k|X = x) = \frac{p(X = x|Y = C_k)p(Y = C_k)}{p(X = x)} = \frac{p(X_1 = x_1,X_2 = x_2,\ldots,X_d = x_d|Y = C_k)p(Y = C_k)}{p(X_1 = x_1,X_2 = x_2,\ldots,X_d = x_d)}.$$  

One way to learn $p(Y|X)$ is to use the training data to estimate $p(X|Y)$ and $p(Y)$. We can then use these estimates, together with Bayes’ theorem, to determine $p(Y|X = x^{(i)})$ for any new instance $x^{(i)}$. 

---

**Proportional to**

The notation $\propto$ means that the two sides differ by a constant factor. In the context of Bayes’ theorem, it indicates that the likelihood $p(X|Y)$ and the prior probability $p(Y)$ are proportional to the posterior probability $p(Y|X)$. This is often used when the constant factor is not of interest or can be absorbed into other constants or normalization factors. In practice, this simplification allows for the estimation of the posterior probability without explicitly calculating the prior probability or the likelihood if they are not directly available. 

**Naive Bayes Classifier**

Naive Bayes classifier is a probabilistic classifier that makes the strong independence assumption, meaning that the presence of a particular feature of the input is unrelated to the presence of any other feature, given the class variable. This assumption simplifies the computation of the posterior probability significantly, making it a popular choice for many classification tasks, especially those involving high-dimensional data like text classification. 

**Maximum-Likelihood Estimates**

Maximum-likelihood estimates are a technique used in statistics for estimating the parameters of a probability distribution given a set of observed data. The goal is to find the parameter values that maximize the likelihood of the observed data. These estimates are often used in conjunction with Bayes’ theorem and Naive Bayes classifier to make predictions or classifications. 

---

**Footnotes**

[10,20,21,36]: These references are cited as examples of where Naive Bayes has proven effective. They may include specific applications or studies demonstrating the classifier’s performance in various domains. 

---

**References**

[25,27]: These references likely point to studies in text classification where Naive Bayes has shown successful results. 

---

**Conclusion**

In summary, while Naive Bayes is a simple classifier with strong independence assumptions, it has demonstrated robust performance in various applications. Its ease of computation and effectiveness make it a valuable tool in the field of machine learning, particularly for tasks involving classification and prediction.
It is typically intractable to learn exact Bayesian classifiers. Considering the case that \( Y \) is boolean and \( X \) is a vector of \( d \) boolean features, we need to estimate approximately \( 2^d \) parameters \( p(X_1 = x_1, X_2 = x_2, \ldots, X_d = x_d | Y = C_k) \). The reason is that, for any particular value \( C_k \), there are \( 2^d \) possible values of \( x \), which need to compute \( 2^d - 1 \) independent parameters. Given two possible values for \( Y \), we need to estimate a total of \( 2(2^d - 1) \) such parameters. Moreover, to obtain reliable estimates of each of these parameters, we will need to observe each of these distinct instances multiple times, which is clearly unrealistic in most practical classification domains. For example, if \( X \) is a vector with 20 boolean features, then we will need to estimate more than 1 million parameters.

To handle the intractable sample complexity for learning the Bayesian classifier, the Naive Bayes classifier reduces this complexity by making a conditional independence assumption that the features \( X_1, \ldots, X_d \) are all conditionally independent of one another, given \( Y \). For the previous case, this conditional independence assumption helps to dramatically reduce the number of parameters to be estimated for modeling \( p(X | Y) \) from the original \( 2(2^d - 1) \) to just \( 2d \). Consider the likelihood \( p(X = x | Y = C_k) \) of Equation (3.10), we have

\[
p(X_1 = x_1, X_2 = x_2, \ldots, X_d = x_d | Y = C_k) = \prod_{j=1}^{d} p(X_j = x_j | X_1 = x_1, X_2 = x_2, \ldots, X_{j-1} = x_{j-1}, Y = C_k)
\]

The second line follows from the chain rule, a general property of probabilities, and the third line follows directly from the above conditional independence, that the value for the random variable \( X_j \) is independent of all other feature values, \( X_{j'} \) for \( j' \neq j \), when conditioned on the identity of the label \( Y \). This is the Naive Bayes assumption. It is a relatively strong and very useful assumption. When \( Y \) and \( X_j \) are boolean variables, we only need \( 2d \) parameters to define \( p(X_j | Y = C_k) \).

After substituting Equation (3.11) in Equation (3.10), we can obtain the fundamental equation for the Naive Bayes classifier

\[
p(Y = C_k | X_1 \ldots X_d) = \frac{p(Y = C_k) \prod_j p(X_j | Y = C_k)}{\sum_i p(Y = y_i) \prod_j p(X_j | Y = y_i)} \tag{3.12}
\]

If we are interested only in the most probable value of \( Y \), then we have the Naive Bayes classification rule:

\[
Y \leftarrow \arg \max_{C_k} p(Y = C_k) \prod_j p(X_j | Y = C_k) / \sum_i p(Y = y_i) \prod_j p(X_j | Y = y_i). \tag{3.13}
\]

Because the denominator does not depend on \( C_k \), the above formulation can be simplified to the following

\[
Y \leftarrow \arg \max_{C_k} p(Y = C_k) \prod_j p(X_j | Y = C_k). \tag{3.14}
\]

### 3.2.3 Maximum-Likelihood Estimates for Naive Bayes Models

In many practical applications, parameter estimation for Naive Bayes models uses the method of maximum likelihood estimates [5, 15]. To summarize, the Naive Bayes model has two types of parameters that must be estimated. The first one is

\[
\pi_k \equiv p(Y = C_k)
\]

for any of the possible values \( C_k \) of \( Y \). The parameter can be interpreted as the probability of seeing the label \( C_k \), and we have the constraints \( \pi_k \geq 0 \) and \( \sum_{k=1}^{K} \pi_k = 1 \). Note there are \( K \) of these parameters, \( (K - 1) \) of which are independent.
For the $d$ input features $X_i$, suppose each can take on $J$ possible discrete values, and we use $X_i = x_{ij}$ to denote that. The second one is

$$\theta_{ijk} \equiv p(X_i = x_{ij}|Y = C_k)$$

for each input feature $X_i$, each of its possible values $x_{ij}$, and each of the possible values $C_k$ of $Y$. The value for $\theta_{ijk}$ can be interpreted as the probability of feature $X_i$ taking value $x_{ij}$, conditioned on the underlying label being $C_k$. Note that they must satisfy $\sum_{i,j} \theta_{ijk} = 1$ for each pair of $i, k$ values, and there will be $dJK$ such parameters, and note that only $d(J-1)K$ of these are independent.

These parameters can be estimated using maximum likelihood estimates based on calculating the relative frequencies of the different events in the data. Maximum likelihood estimates for $\theta_{ijk}$ given a set of training examples are

$$\hat{\theta}_{ijk} = \hat{p}(X_i = x_{ij}|Y = C_k) = \frac{\text{count}(X_i = x_{ij} \land Y = C_k)}{\text{count}(Y = C_k)}$$

(3.15)

where $\text{count}(x)$ return the number of examples in the training set that satisfy property $x$, e.g., $\text{count}(X_i = x_{ij} \land Y = C_k) = \sum_{n=1}^{N} \{ X_i^{(n)} = x_{ij} \land Y^{(n)} = C_k \}$, and $\text{count}(Y = C_k) = \sum_{n=1}^{N} \{ Y^{(n)} = C_k \}$. This is a very natural estimate: We simple count the number of times label $C_k$ is seen in conjunction with $X_i$ taking value $x_{ij}$, and count the number of times the label $C_k$ is seen in total, and then take the ratio of these two terms.

To avoid the case that the data does not happen to contain any training examples satisfying the condition in the numerator, it is common to adopt a smoothed estimate that effectively adds in a number of additional hallucinated examples equally over the possible values of $X_i$. The smoothed estimate is given by

$$\hat{\theta}_{ijk} = \hat{p}(X_i = x_{ij}|Y = C_k) = \frac{\text{count}(X_i = x_{ij} \land Y = C_k) + l}{\text{count}(Y = C_k) + lJ}$$

(3.16)

where $J$ is the number of distinct values that $X_i$ can take on, and $l$ determines the strength of this smoothing. If $l$ is set to $1$, this approach is called Laplace smoothing [6].

Maximum likelihood estimates for $\pi_k$ take the following form

$$\hat{\pi}_k = \hat{p}(Y = C_k) = \frac{\text{count}(Y = C_k)}{N}$$

(3.17)

where $N = \sum_{k=1}^{K} \text{count}(Y = C_k)$ is the number of examples in the training set. Similarly, we can obtain a smoothed estimate by using the following form

$$\hat{\pi}_k = \hat{p}(Y = C_k) = \frac{\text{count}(Y = C_k) + l}{N + lK}$$

(3.18)

where $K$ is the number of distinct values that $Y$ can take on, and $l$ again determines the strength of the prior assumptions relative to the observed data.

### 3.2.4 Applications

Naïve Bayes classifier has been widely used in many classification problems, especially when the dimensionality of the features is high, such as document classification, spam detection, etc. In this subsection, let us briefly introduce the document classification using Naïve Bayes classifier.

Suppose we have a number of documents $x$, and each document has the occurrence of words $w$ from a dictionary $D$. Generally, we assume a simple bag-of-words document model, then each document can be modeled as $|D|$ single draws from a binomial distribution. In that case, for each word $w$, the probability of the word occurring in the document from class $k$ is $p_{kw}$ (i.e., $p(w|C_k)$), and the probability of it not occurring in the document from class $k$ is obviously $1 - p_{kw}$. If word
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w occurs in the document at least once then we assign the value 1 to the feature corresponding to the word, and if it does not occur in the document we assign the value 0 to the feature. Basically, each document will be represented by a feature vector of ones and zeros with the same length as the size of the dictionary. Therefore, we are dealing with high dimensionality for large dictionaries, and Naive Bayes classifier is particularly suited for solving this problem.

We create a matrix $D$ with the element $D_{xw}$ to denote the feature (presence or absence) of the word $w$ in document $x$, where rows correspond to documents and columns represent the dictionary terms. Based on Naive Bayes classifier, we can model the class-conditional probability of a document $x$ coming from class $k$ as

$$p(D_x|C_k) = \prod_{w=1}^{[D]} p(D_{xw}|C_k) = \prod_{w=1}^{[D]} p_{kw}^{D_{xw}} (1 - p_{kw})^{1-D_{xw}}.$$  

According to the maximum-likelihood estimate described in Section 3.2.3, we may easily obtain the parameter $p_{kw}$ by

$$\hat{p}_{kw} = \frac{\sum_{x \in C_k} D_{xw}}{N_k},$$

where $N_k$ is the number of documents from class $k$, and $\sum_{x \in C_k} D_{xw}$ is the number of documents from class $k$ that contain the term $w$. To handle the case that a term does not occur in the document from class $k$ (i.e., $p_{kw} = 0$), the smoothed estimate is given by

$$\hat{p}_{kw} = \frac{\sum_{x \in C_k} D_{xw} + 1}{N_k + 2}.$$  

Similarly, we can obtain the estimation for the prior probability $p(C_k)$ based on Equation (3.18). Once the parameters $p_{kw}$ and $p(C_k)$ are estimated, then the estimate of the class conditional likelihood can be plugged into the classification rule Equation (3.14) to make a prediction.

**Discussion:** Naive Bayes classifier has proven effective in text classification, medical diagnosis, and computer performance management, among many other applications [21, 25, 27, 36]. Various empirical studies of this classifier in comparison to decision tree and neural network classifiers have found it to be comparable in some domains. As the independence assumption on which Naive Bayes classifiers are based almost never holds for natural data sets, it is important to understand why Naive Bayes often works well even though its independence assumption is violated. It has been observed that the optimality in terms of classification error is not necessarily related to the quality of the fit to the probability distribution (i.e., the appropriateness of the independence assumption) [36]. Moreover, Domingos and Pazzani [10] found that an optimal classifier is obtained as long as both the actual and estimated distributions agree on the most-probable class, and they proved Naive Bayes optimality for some problems classes that have a high degree of feature dependencies, such as disjunctive and conductive concepts. In summary, considerable theoretical and experimental evidence has been developed that a training procedure based on the Naive Bayes assumptions can yield an optimal classifier in a variety of situations where the assumptions are wildly violated. However, in practice this is not always the case, owing to inaccuracies in the assumptions made for its use, such as the conditional independence and the lack of available probability data.

### 3.3 Logistic Regression Classification

We have introduced an example of a generative classifier by fitting class-conditional probabilities and class priors separately and then applying Bayes’ theorem to find the parameters. In a direct way, we can maximize a likelihood function defined through the conditional distribution
3.3.1 Logistic Regression

Logistic regression is an approach to learning \( p(Y|X) \) directly in the case where \( Y \) is discrete-valued, and \( X = \langle X_1,...,X_d \rangle \) is any vector containing discrete or continuous variables. In this section, we will primarily consider the case where \( Y \) is a boolean variable and that \( Y \in \{0,1\} \).

The goal of logistic regression is to directly estimate the distribution \( P(Y|X) \) from the training data. Formally, the logistic regression model is defined as

\[
p(Y = 1|X) = g(\theta^T X) = \frac{1}{1 + e^{-\theta^T X}},
\]

where

\[
g(z) = \frac{1}{1 + e^{-z}}
\]

is called the logistic function or the sigmoid function, and

\[
\theta^T X = \theta_0 + \sum_{i=1}^{d} \theta_i X_i
\]

by introducing the convention of letting \( X_0 = 1 \) (\( X = \langle X_0,X_1,...,X_d \rangle \)). Notice that \( g(z) \) tends towards 1 as \( z \to \infty \), and \( g(z) \) tends towards 0 as \( z \to -\infty \). Figure 3.1 shows a plot of the logistic function. As we can see from Figure 3.1, \( g(z) \), and hence \( g(\theta^T X) \) and \( p(Y|X) \), are always bounded between 0 and 1.

As the sum of the probabilities must equal 1, \( p(Y = 0|X) \) can be estimated using the following equation

\[
p(Y = 0|X) = 1 - g(\theta^T X) = \frac{e^{-\theta^T X}}{1 + e^{-\theta^T X}}.
\]

Because logistic regression predicts probabilities, rather than just classes, we can fit it using likelihood. For each training data point, we have a vector of features, \( X = \langle X_0,X_1,...,X_d \rangle \) (\( X_0 = 1 \)), and an observed class, \( Y = y_k \). The probability of that class was either \( g(\theta^T X) \) if \( y_k = 1 \), or
1 − g(θ^T X) if y_k = 0. Note that we can combine both Equation (3.19) and Equation (3.20) as a more compact form

\[ p(Y = y_k | X; \theta) = (p(Y = 1 | X))^y_k (p(Y = 0 | X))^{1-y_k} \]  

(3.21)

\[ = (g(\theta^T X))^y_k (1 - g(\theta^T X))^{1-y_k}. \]  

(3.22)

Assuming that the N training examples were generated independently, the likelihood of the parameters can be written as

\[ L(\theta) = p(\overrightarrow{Y} | X; \theta) = \prod_{n=1}^{N} p(Y^{(n)} = y_k | X^{(n)}; \theta) \]

\[ = \prod_{n=1}^{N} \left( p(Y^{(n)} = 1 | X^{(n)}) \right)^{y^{(n)}} \left( p(Y^{(n)} = 0 | X^{(n)}) \right)^{1-y^{(n)}} \]

\[ = \prod_{n=1}^{N} \left( g(\theta^T X^{(n)}) \right)^{y^{(n)}} \left( 1 - g(\theta^T X^{(n)}) \right)^{1-y^{(n)}} \]

(3.23)

where \( \theta \) is the vector of parameters to be estimated, \( Y^{(n)} \) denotes the observed value of \( Y \) in the \( n \)th training example, and \( X^{(n)} \) denotes the observed value of \( X \) in the \( n \)th training example. To classify any given \( X \), we generally want to assign the value \( y_k \) to \( Y \) that maximizes the likelihood as discussed in the following subsection.

### 3.3.2 Parameters Estimation for Logistic Regression

In general, maximum likelihood is used to determine the parameters of the logistic regression. The conditional likelihood is the probability of the observed \( Y \) values in the training data, conditioned on their corresponding \( X \) values. We choose parameters \( \theta \) that satisfy

\[ \theta \leftarrow \text{arg max}_\theta L(\theta), \]

where \( \theta = \langle \theta_0, \theta_1, ..., \theta_d \rangle \) is the vector of parameters to be estimated, and this model has \( d + 1 \) adjustable parameters for a \( d \)-dimensional feature space.

Maximizing the likelihood is equivalent to maximizing the log likelihood:

\[ l(\theta) = \log L(\theta) = \sum_{n=1}^{N} \log p(Y^{(n)} = y_k | X^{(n)}; \theta) \]

\[ = \sum_{n=1}^{N} Y^{(n)} \log g(\theta^T X^{(n)}) + (1 - Y^{(n)}) \log \left( 1 - g(\theta^T X^{(n)}) \right) \]  

(3.23)

\[ = \sum_{n=1}^{N} Y^{(n)} (\theta^T X^{(n)}) - \log \left( 1 + e^{\theta^T X^{(n)}} \right). \]  

(3.24)

To estimate the vector of parameters \( \theta \), we maximize the log likelihood with the following rule

\[ \theta \leftarrow \text{arg max}_\theta l(\theta). \]  

(3.25)

Since there is no closed form solution to maximizing \( l(\theta) \) with respect to \( \theta \), we use gradient ascent [37, 38] to solve the problem. Written in vectorial notation, our updates will therefore be given
by $\theta \leftarrow \theta + \alpha \Delta l(\theta)$. After taking partial derivatives, the $i$th component of the vector gradient has the form
\[
\frac{\partial l(\theta)}{\partial \theta_i} = \sum_{n=1}^{N} \left( Y^{(n)} - g(\theta^T X^{(n)}) \right) X_i^{(n)},
\] (3.26)

where $g(\theta^T X^{(n)})$ is the logistic regression prediction using Equation (3.19). The term inside the parentheses can be interpreted as the prediction error, which is the difference between the observed $Y^{(n)}$ and its predicted probability. Note that if $Y^{(n)} = 1$ then we expect $g(\theta^T X^{(n)}) (p(Y = 1|X))$ to be 1, whereas if $Y^{(n)} = 0$ then we expect $g(\theta^T X^{(n)})$ to be 0, which makes $p(Y = 0|X)$ equal to 1. This error term is multiplied by the value of $X_i^{(n)}$, so as to take account for the magnitude of the $\theta_i X_i^{(n)}$ term in making this prediction.

According to the standard gradient ascent and the derivative of each $\theta_i$, we can repeatedly update the weights in the direction of the gradient as follows:
\[
\theta_i \leftarrow \theta_i + \alpha \sum_{n=1}^{N} \left( Y^{(n)} - g(\theta^T X^{(n)}) \right) X_i^{(n)},
\] (3.27)

where $\alpha$ is a small constant (e.g., 0.01) that is called as the learning step or step size. Because the log likelihood $l(\theta)$ is a concave function in $\theta$, this gradient ascent procedure will converge to a global maximum rather than a local maximum. The above method looks at every example in the entire training set on every step, and it is called batch gradient ascent. Another alternative method is called stochastic gradient ascent. In that method, we repeatedly run through the training set, and each time we encounter a training example, then we update the parameters according to the gradient of error with respect to that single training example only, which can be expressed as
\[
\theta_i \leftarrow \theta_i + \alpha \left( Y^{(n)} - g(\theta^T X^{(n)}) \right) X_i^{(n)}.
\] (3.28)

In many cases where the computational efficiency is important, it is common to use the stochastic gradient ascent to estimate the parameters.

Besides maximum likelihood, Newton’s method [32, 39] is a different algorithm for maximizing $l(\theta)$. Newton’s method typically enjoys faster convergence than (batch) gradient descent, and requires many fewer iterations to get very close to the minimum. For more details about Newton’s method, please refer to [32].

### 3.3.3 Regularization in Logistic Regression

Overfitting generally occurs when a statistical model describes random error or noise instead of the underlying relationship. It is a problem that can arise in logistic regression, especially when the training data is sparse and high dimensional. A model that has been overfit will generally have poor predictive performance, as it can exaggerate minor fluctuations in the data. Regularization is an approach to reduce overfitting by adding a regularization term to penalize the log likelihood function for large values of $\theta$. One popular approach is to add $L_2$ norm to the log likelihood as follows:
\[
l(\theta) = \sum_{n=1}^{N} \log p(Y^{(n)} = y_k|X^{(n)}; \theta) - \frac{\lambda}{2} \| \theta \|^2,
\]

which constrains the norm of the weight vector to be small. Here $\lambda$ is a constant that determines the strength of the penalty term.

By adding this penalty term, it is easy to show that maximizing it corresponds to calculating the MAP estimate for $\theta$ under the assumption that the prior distribution $p(\theta)$ is a Normal distribution with mean zero, and a variance related to $1/\lambda$. In general, the MAP estimate for $\theta$ can be written as
\[
\sum_{n=1}^{N} \log p(Y^{(n)} = y_k|X^{(n)}; \theta) + \log p(\theta),
\]
and if \( p(\theta) \) is a zero mean Gaussian distribution, then \( \log p(\theta) \) yields a term proportional to \( \|\theta\|^2 \). After taking partial derivatives, we can easily obtain the form

\[
\frac{\partial l(\theta)}{\partial \theta_i} = \sum_{n=1}^{N} \left( y^{(n)} - g(\theta^T X^{(n)}) \right) X^{(n)}_i - \lambda \theta_i,
\]

and the modified gradient descent rule becomes

\[
\theta_i \leftarrow \theta_i + \alpha \sum_{n=1}^{N} \left( y^{(n)} - g(\theta^T X^{(n)}) \right) X^{(n)}_i - \alpha \lambda \theta_i.
\]

### 3.3.4 Applications

Logistic regression is used extensively in numerous disciplines [26], including the Web, and medical and social science fields. For example, logistic regression might be used to predict whether a patient has a given disease (e.g., diabetes), based on observed characteristics of the patient (age, gender, body mass index, results of various blood tests, etc.) [3, 22]. Another example [2] might be to predict whether an American voter will vote Democratic or Republican, based on age, income, gender, race, state of residence, votes in previous elections, etc. The technique can also be used in engineering, especially for predicting the probability of failure of a given process, system, or product. It is also used in marketing applications such as predicting of a customer’s propensity for purchasing a product or ceasing a subscription, etc. In economics it can be used to predict the likelihood of a person’s choosing to be in the labor force, and in a business application, it would be used to predict the likelihood of a homeowner defaulting on a mortgage.

### 3.4 Probabilistic Graphical Models for Classification

A graphical model [13, 17] is a probabilistic model for which a graph denotes the conditional independence structure between random variables. Graphical models provide a simple way to visualize the structure of a probabilistic model and can be used to design and motivate new models. In a probabilistic graphical model, each node represents a random variable, and the links express probabilistic relationships between these variables. The graph then captures the way in which the joint distribution over all of the random variables can be decomposed into a product of factors, each depending only on a subset of the variables. There are two branches of graphical representations of distributions that are commonly used: directed and undirected. In this section, we discuss the key aspects of graphical models for classification. We will mainly cover a directed graphical model hidden Markov model (HMM), and undirected graphical model conditional random fields (CRF). In addition, we will introduce basic Bayesian networks and Markov random fields as the preliminary contents for HMM and CRF, respectively.

#### 3.4.1 Bayesian Networks

Bayesian networks (BNs), also known as belief networks (or Bayes nets for short), belong to the directed graphical models, in which the links of the graphs have a particular directionality indicated by arrows. Formally, BNs are directed acyclic graphs (DAG) whose nodes represent random variables, and whose edges represent conditional dependencies. For example, a link from random variable \( X \) to \( Y \) can be informally interpreted as indicating that \( X \) “causes” \( Y \). For the classification
task, we can create a node for the random variable that is going to be classified, and the goal is to infer the discrete value associated with the random variable. For example, in order to classify whether a patient has lung cancer, a node representing “lung cancer” will be created together with other factors that may directly or indirectly cause lung cancer and outcomes that will be caused by lung cancer. Given the observations for other random variables in BN, we can infer the probability of a patient having lung cancer.

3.4.1.1 Bayesian Network Construction

Once the nodes are created for all the random variables, the graph structure between these nodes needs to be specified. Bayesian network assumes a simple conditional independence assumption between random variables, which can be stated as follows: a node is conditionally independent of its non-descendants given its parents, where the parent relationship is with respect to some fixed topological ordering of the nodes. This is also called local Markov property, denoted by $X_v \perp \!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!\!}\,
all binary random variables, a possible conditional probability table for \( p(X_2|X_1, X_3) \) could be:

<table>
<thead>
<tr>
<th>( X_1 = 0 )</th>
<th>( X_3 = 0 )</th>
<th>( X_1 = 0 )</th>
<th>( X_3 = 1 )</th>
<th>( X_1 = 1 )</th>
<th>( X_3 = 0 )</th>
<th>( X_1 = 1 )</th>
<th>( X_3 = 1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( X_2 = 0 )</td>
<td>0.1</td>
<td>0.4</td>
<td>0.8</td>
<td>0.3</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( X_2 = 1 )</td>
<td>0.9</td>
<td>0.6</td>
<td>0.2</td>
<td>0.7</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 3.4.1.2 Inference in a Bayesian Network

The classification problem then can be solved by computing the probability of the interested random variable (e.g., lung cancer) taking a certain class label, given the observations of other random variables, \( p(x_i|x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) \), which can be calculated if the joint probability of all the variables is known:

\[
p(x_i|x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n) = \frac{p(x_1, \ldots, x_n)}{\sum_{x'_i} p(x_1, \ldots, x'_i, \ldots, x_n)}.
\]  

(3.31)

Because a BN is a complete model for the variables and their relationships, a complete joint probability distribution (JPD) over all the variables is specified for a model. Given the JPD, we can answer all possible inference queries by summing out (marginalizing) over irrelevant variables. However, the JPD has size \( O(2^n) \), where \( n \) is the number of nodes, and we have assumed each node can have 2 states. Hence summing over the JPD takes exponential time. The most common exact inference method is **Variable Elimination** [8]. The general idea is to perform the summation to eliminate the non-observed non-query variables one by one by distributing the sum over the product. The reader can refer to [8] for more details. Instead of exact inference, a useful approximate algorithm called **Belief propagation** [30] is commonly used on general graphs including Bayesian network, which will be introduced in Section 3.4.3.

### 3.4.1.3 Learning Bayesian Networks

The learning of Bayesian networks is comprised of two components: parameter learning and structure learning. When the graph structure is given, only the parameters such as the probabilities in conditional probability tables need to be learned given the observed data. Typically, MLE (Maximum Likelihood Estimation) or MAP (Maximum a Posterior) estimations will be used to find the best parameters. If the graph structure is also unknown, both the graph structure and the parameters need to be learned from the data.

From the data point of view, it could be either complete or incomplete, depending on whether all the random variables are observable. When hidden random variables are involved, EM algorithms are usually used.

### 3.4.2 Hidden Markov Models

We now introduce a special case of Bayesian network, the hidden Markov model. In a hidden Markov model, hidden states are linked as a chain and governed by a Markov process; and the observable values are independently generated given the hidden state, which form a sequence. Hidden Markov model is widely used in speech recognition, gesture recognition, and part-of-speech tagging, where the hidden classes are dependent on each other. Therefore, the class labels for an observation are not only dependent on the observation but also dependent on the adjacent states.

In a regular Markov model as Figure 3.3(a), the state \( x_i \) is directly visible to the observer, and therefore the state transition probabilities \( p(x_i|x_{i-1}) \) are the only parameters. Based on the Markov property, the joint distribution for a sequence of \( n \) observations under this model is given by

\[
p(x_1, \ldots, x_n) = p(x_1) \prod_{i=2}^{n} p(x_i|x_{i-1}).
\]  

(3.32)
Hidden Markov model (HMM) can be considered as the simplest dynamic Bayesian network. In a hidden Markov model, the state $y_t$ is not directly visible, and only the output $x_t$, dependent on the state, is visible. The hidden state space is discrete, and is assumed to consist of one of $N$ possible values, which is also called latent variable. The observations can be either discrete or continuous, and are typically generated from a categorical distribution or a Gaussian distribution. Generally, an HMM can be considered as a generalization of a mixture model where the hidden variables are related through a Markov process rather than independent of each other.

Consider the case where we are given a set of possible states $\Omega = \{q_1, ..., q_N\}$, and a set $\Lambda = \{a_{ij}\}$, where $a_{ij} = p(y_{t+1} = q_j | y_t = q_i)$ as well as the initial state distribution $\Pi = \{\pi_i\}$, $\pi_i = p(y_0 = q_i)$ for a set of output sequences. Let $\Lambda = \{A, B, \Pi\}$ denote the parameters for a given HMM with fixed $\Omega_Y$ and $\Omega_X$. The task is usually to derive the maximum likelihood estimation of the parameters of the HMM given the set of output sequences. Usually a local maximum likelihood can be derived efficiently using the Baum-Welch algorithm [4], which makes use of forward-backward algorithm [33], and is a special case of the generalized EM algorithm [9].

Given the parameters of the model $\Lambda$, there are several typical inference problems associated with HMMs, as outlined below. One common task is to compute the probability of a particular output sequence, which requires summation over all possible state sequences: The probability of observing a sequence $X_T = o_1, ..., o_T$ of length $T$ is given by

$$P(X_T | \Lambda) = \sum_{Y_T} P(X_T | Y_T, \Lambda) P(Y_T | \Lambda),$$

where the sum runs over all possible hidden-node sequences $Y_T = y_1, ..., y_T$.

This problem can be handled efficiently using the forward-backward algorithm. Before we describe the algorithm, let us define the forward (alpha) and backward (beta) values as following:

$$\alpha_t(i) = P(y_1, ..., y_t, x_t = i | \Lambda),$$

$$\beta_t(i) = P(x_{t+1}, ..., x_T | y_1, ..., y_T, x_t = i | \Lambda).$$
The forward values can be computed efficiently with the principle of dynamic programming:

\[ \alpha_t(i) = \pi_i b_1(o_1), \]
\[ \alpha_{t+1}(j) = \sum_{i=1}^{N} \alpha_t(i) a_{ij} b_j(o_{t+1}). \]

Similarly, the backward values can be computed as

\[ \beta_T(i) = 1, \]
\[ \beta_t(i) = \sum_{j=1}^{N} a_{ij} b_j(o_{t+1}) \beta_{t+1}(j). \]

The backward values will be used in the Baum-Welch algorithm.

Given the parameters of HMM and a particular sequence of observations, another interesting task is to compute the most likely sequence of states that could have produced the observed sequence. We can find the most likely sequence by evaluating the joint probability of both the state sequence and the observations for each case. For example, in Part-of-speech (POS) tagging [18], we observe a token (word) sequence \( X_T = o_1, \ldots, o_T \), and the goal of POS tagging is to find a stochastic optimal tag sequence \( Y_T = y_1 y_2 \ldots y_T \) that maximizes \( P(Y_T | X_T) \). In general, finding the most likely explanation for an observation sequence can be solved efficiently using the Viterbi algorithm [12] by the recurrence relations:

\[ V_1(i) = b_1(o_1) \pi_i, \]
\[ V_t(j) = b_j(o_t) \max_i \{ V_{t-1}(i) a_{ij} \}. \]

Here \( V_t(j) \) is the probability of the most probable state sequence responsible for the first \( t \) observations that has \( q_j \) as its final state. The Viterbi path can be retrieved by saving back pointers that remember which state \( y_t = q_j \) was used in the second equation. Let \( \text{Ptr}(y_t, q_i) \) be the function that returns the value of \( y_{t-1} \) used to compute \( V_t(i) \) as follows:

\[ y_T = \arg \max_{q_j \in \Omega_T} V_T(i), \]
\[ y_{T-1} = \text{Ptr}(y_T, q_i). \]

The complexity of this algorithm is \( O(T \times N^2) \), where \( T \) is the length of observed sequence and \( N \) is the number of possible states.

Now we need a method of adjusting the parameters \( \Lambda \) to maximize the likelihood for a given training set. The Baum-Welch algorithm [4] is used to find the unknown parameters of HMMs, which is a particular case of a generalized EM algorithm [9]. We start by choosing arbitrary values for the parameters, then compute the expected frequencies given the model and the observations. The expected frequencies are obtained by weighting the observed transitions by the probabilities specified in the current model. The expected frequencies obtained are then substituted for the old parameters and we iterate until there is no improvement. On each iteration we improve the probability of being observed from the model until some limiting probability is reached. This iterative procedure is guaranteed to converge on a local maximum [34].
3.4.3 Markov Random Fields

Now we turn to another major class of graphical models that are described by undirected graphs and that again specify both a factorization and a set of conditional independence relations. A Markov random field (MRF), also known as an undirected graphical model [14], has a set of nodes, each of which corresponds to a variable or group of variables, as well as a set of links, each of which connects a pair of nodes. The links are undirected, that is, they do not carry arrows.

3.4.3.1 Conditional Independence

Given three sets of nodes, denoted \( A, B, \) and \( C \), in an undirected graph \( G \), if \( A \) and \( B \) are separated in \( G \) after removing a set of nodes \( C \) from \( G \), then \( A \) and \( B \) are conditionally independent given the random variables \( C \), denoted as \( A \perp \!\!\!\!\perp B \mid C \). The conditional independence is determined by simple graph separation. In other words, a variable is conditionally independent of all other variables given its neighbors, denoted as \( X_v \perp \!\!\!\!\perp X_{\neq v \cup \text{ne}(v)} \mid X_{\text{ne}(v)} \), where \( \text{ne}(v) \) is the set of neighbors of \( v \).

In general, an MRF is similar to a Bayesian network in its representation of dependencies, and there are some differences. On one hand, an MRF can represent certain dependencies that a Bayesian network cannot (such as cyclic dependencies); on the other hand, MRF cannot represent certain dependencies that a Bayesian network can (such as induced dependencies).

3.4.3.2 Clique Factorization

As the Markov properties of an arbitrary probability distribution can be difficult to establish, a commonly used class of MRFs are those that can be factorized according to the cliques of the graph. A \textit{clique} is defined as a subset of the nodes in a graph such that there exists a link between all pairs of nodes in the subset. In other words, the set of nodes in a clique is fully connected.

We can therefore define the factors in the decomposition of the joint distribution to be functions of the variables in the cliques. Let us denote a clique by \( C \) and the set of variables in that clique by \( x_C \). Then the joint distribution is written as a product of potential functions \( \psi_C(x_C) \) over the maximal cliques of the graph

\[
p(x_1, x_2, \ldots, x_n) = \frac{1}{Z} \prod_C \psi_C(x_C),
\]

where the \textit{partition function} \( Z \) is a normalization constant and is given by \( Z = \sum \prod_C \psi_C(x_C) \). In contrast to the factors in the joint distribution for a directed graph, the potentials in an undirected graph do not have a specific probabilistic interpretation. Therefore, how to motivate a choice of potential function for a particular application seems to be very important. One popular potential function is defined as \( \psi_C(x_C) = \exp(-\varepsilon(x_C)) \), where \( \varepsilon(x_C) = \ln \psi_C(x_C) \) is an \textit{energy function} [29] derived from statistical physics. The underlying idea is that the probability of a physical state depends inversely on its energy. In the logarithmic representation, we have

\[
p(x_1, x_2, \ldots, x_n) = \frac{1}{Z} \exp \left( -\sum_C \varepsilon(x_C) \right).
\]

The joint distribution above is defined as the product of potentials, and so the total energy is obtained by adding the energies of each of the maximal cliques.

A \textit{log-linear model} is a Markov random field with feature functions \( f_k \) such that the joint distribution can be written as

\[
p(x_1, x_2, \ldots, x_n) = \frac{1}{Z} \exp \left( \sum_{k=1}^{K} \lambda_k f_k(x_C) \right),
\]

where \( f_k(x_C) \) is the function of features for the clique \( C_k \), and \( \lambda_k \) is the weight vector of features. The log-linear model provides a much more compact representation for many distributions, especially when variables have large domains such as text.
3.4.3.3 The Inference and Learning Algorithms

In MRF, we may compute the conditional distribution of a set of nodes given values \( A \) to another set of nodes \( B \) by summing over all possible assignments to \( v \notin A, B \), which is called exact inference. However, the exact inference is computationally intractable in the general case. Instead, approximation techniques such as MCMC approach [1] and loopy belief propagation [5, 30] are often more feasible in practice. In addition, there are some particular subclasses of MRFs that permit efficient Maximum a posteriori (MAP) estimation, or more likely, assignment inference, such as associate networks. Here we will briefly describe belief propagation algorithm.

Belief propagation is a message passing algorithm for performing inference on graphical models, including Bayesian networks and MRFs. It calculates the marginal distribution for each unobserved node, conditional on any observed nodes. Generally, belief propagation operates on a factor graph, which is a bipartite graph containing nodes corresponding to variables \( V \) and factors \( U \), with edges between variables and the factors in which they appear. Any Bayesian network and MRF can be represented as a factor graph. The algorithm works by passing real valued function called messages along the edges between the nodes. Taking pairwise MRF as an example, let \( m_{ij}(x_j) \) denote the message from node \( i \) to node \( j \), and a high value of \( m_{ij}(x_j) \) means that node \( i \) “believes” the marginal value \( P(x_j) \) to be high. Usually the algorithm first initializes all messages to uniform or random positive values, and then updates message from \( i \) to \( j \) by considering all messages flowing into \( i \) (except for message from \( j \)) as follows:

\[
m_{ij}(x_j) = \sum_{x_i} f_{ij}(x_i, x_j) \prod_{k \in \text{ne}(i) \setminus j} m_{ki}(x_i),
\]

where \( f_{ij}(x_i, x_j) \) is the potential function of the pairwise clique. After enough iterations, this process is likely to converge to a consensus. Once messages have converged, the marginal probabilities of all the variables can be determined by

\[
p(x_i) \propto \prod_{k \in \text{ne}(i)} m_{ki}(x_i).
\]

The reader can refer to [30] for more details. The main cost is the message update equation, which is \( O(N^2) \) for each pair of variables (\( N \) is the number of possible states).

Recently, MRF has been widely used in many text mining tasks, such as text categorization [7] and information retrieval [28]. In [28], MRF is used to model the term dependencies using the joint distribution over queries and documents. The model allows for arbitrary text features to be incorporated as evidence. In this model, an MRF is constructed from a graph \( G \), which consists of query nodes \( q_i \) and a document node \( D \). The authors explore full independence, sequential dependence, and full dependence variants of the model. Then, a novel approach is developed to train the model that directly maximizes the mean average precision. The results show significant improvements are possible by modeling dependencies, especially on the larger Web collections.

3.4.4 Conditional Random Fields

So far, we have described the Markov network representation as a joint distribution. One notable variant of an MRF is a conditional random field (CRF) [19, 40], in which each variable may also be conditioned upon a set of global observations. More formally, a CRF is an undirected graph whose nodes can be divided into exactly two disjoint sets, the observed variables \( X \) and the output variables \( Y \), which can be parameterized as a set of factors in the same way as an ordinary Markov network. The underlying idea is that of defining a conditional probability distribution \( p(Y|X) \) over label sequences \( Y \) given a particular observation sequence \( X \), rather than a joint distribution over both label and observation sequences \( p(Y,X) \). The primary advantage of CRFs over HMMs is their
FIGURE 3.4: Graphical structure for the conditional random field model.

conditional nature, resulting in the relaxation of the independence assumptions required by HMMs in order to ensure tractable inference.

Considering a linear-chain CRF with \( Y = \{y_1, y_2, \ldots, y_n\} \) and \( X = \{x_1, x_2, \ldots, x_n\} \) as shown in Figure 3.4, an input sequence of observed variable \( X \) represents a sequence of observations and \( Y \) represents a sequence of hidden state variables that needs to be inferred given the observations. The \( y_i \)'s are structured to form a chain, with an edge between each \( y_i \) and \( y_{i+1} \). The distribution represented by this network has the form:

\[
p(y_1, y_2, \ldots, y_n | x_1, x_2, \ldots, x_n) = \frac{1}{Z(X)} \exp \left( \sum_{k=1}^{K} \lambda_k f_k(y_i, y_{i-1}, x_i) \right),
\]

where \( Z(X) = \sum_{y} \exp \left( \sum_{k=1}^{K} \lambda_k f_k(y_i, y_{i-1}, x_i) \right) \).

3.4.4.1 The Learning Algorithms

For general graphs, the problem of exact inference in CRFs is intractable. Basically, the inference problem for a CRF is the same as for an MRF. If the graph is a chain or a tree, as shown in Figure 3.4, message passing algorithms yield exact solutions, which are similar to the forward-backward [4,33] and Viterbi algorithms [12] for the case of HMMs. If exact inference is not possible, generally the inference problem for a CRF can be derived using approximation techniques such as MCMC [1, 31], loopy belief propagation [5, 30], and so on. Similar to HMMs, the parameters are typically learned by maximizing the likelihood of training data. It can be solved using an iterative technique such as iterative scaling [19] and gradient-descent methods [37].

CRF has been applied to a wide variety of problems in natural language processing, including POS tagging [19], shallow parsing [37], and named entity recognition [24], being an alternative to the related HMMs. Based on HMM models, we can determine the sequence of labels by maximizing a joint probability distribution \( p(X, Y) \). In contrast, CRFs define a single log-linear distribution, i.e., \( p(Y|X) \), over label sequences given a particular observation sequence. The primary advantage of CRFs over HMMs is their conditional nature, resulting in the relaxation of the independence assumptions required by HMMs in order to ensure tractable inference. As expected, CRFs outperform HMMs on POS tagging and a number of real-word sequence labeling tasks [19, 24].

3.5 Summary

This chapter has introduced the most frequently used probabilistic models for classification, which include generative probabilistic classifiers, such as naive Bayes classifiers and hidden Markov models, and discriminative probabilistic classifiers, such as logistic regression and conditional random fields. Some of the classifiers, like the naive Bayes classifier, may be more appropriate for high-dimensional text data, whereas others such as HMM and CRF are used more commonly for temporal or sequential data. The goal of learning algorithms for these probabilistic models are to
find MLE or MAP estimations for parameters in these models. For simple naive Bayes classifier and logistic regression, there are closed form solutions for them. In other cases, iterative algorithms such as the gradient-descent method are good options.
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4.1 Introduction

One of the most intuitive tools for data classification is the decision tree. It hierarchically partitions the input space until it reaches a subspace associated with a class label. Decision trees are appreciated for being easy to interpret and easy to use. They are enthusiastically used in a range of
business, scientific, and health care applications [12, 15, 71] because they provide an intuitive means of solving complex decision-making tasks. For example, in business, decision trees are used for everything from codifying how employees should deal with customer needs to making high-value investments. In medicine, decision trees are used for diagnosing illnesses and making treatment decisions for individuals or for communities.

A decision tree is a rooted, directed tree akin to a flowchart. Each internal node corresponds to a partitioning decision, and each leaf node is mapped to a class label prediction. To classify a data item, we imagine the data item to be traversing the tree, beginning at the root. Each internal node is programmed with a splitting rule, which partitions the domain of one (or more) of the data’s attributes. Based on the splitting rule, the data item is sent forward to one of the node’s children. This testing and forwarding is repeated until the data item reaches a leaf node.

Decision trees are nonparametric in the statistical sense: they are not modeled on a probability distribution for which parameters must be learned. Moreover, decision tree induction is almost always nonparametric in the algorithmic sense: there are no weight parameters which affect the results.

Each directed edge of the tree can be translated to a Boolean expression (e.g., $x_1 > 5$); therefore, a decision tree can easily be converted to a set of production rules. Each path from root to leaf generates one rule as follows: form the conjunction (logical AND) of all the decisions from parent to child.

Decision trees can be used with both numerical (ordered) and categorical (unordered) attributes. There are also techniques to deal with missing or uncertain values. Typically, the decision rules are univariate. That is, each partitioning rule considers a single attribute. Multivariate decision rules have also been studied [8, 9]. They sometimes yield better results, but the added complexity is often not justified. Many decision trees are binary, with each partitioning rule dividing its subspace into two parts. Even binary trees can be used to choose among several class labels. Multiway splits are also common, but if the partitioning is into more than a handful of subdivisions, then both the interpretability and the stability of the tree suffer. Regression trees are a generalization of decision trees, where the output is a real value over a continuous range, instead of a categorical value. For the remainder of the chapter, we will assume binary, univariate trees, unless otherwise stated.

Table 4.1 shows a set of training data to answer the classification question, “What sort of contact lenses are suitable for the patient?” This data was derived from a public dataset available from the UCI Machine Learning Repository [3]. In the original data, the age attribute was categorical with three age groups. We have modified it to be a numerical attribute with age in years. The next three attributes are binary-valued. The last attribute is the class label. It is shown with three values (lenses types): \{ hard, soft, no \}. Some decision tree methods support only binary decisions. In this case, we can combine hard and soft to be simply yes.

Next, we show four different decision trees, all induced from the same data. Figure 4.1(a) shows the tree generated by using the Gini index [8] to select split rules when the classifier is targeting all three class values. This tree classifies the training data exactly, with no errors. In the leaf nodes, the number in parentheses indicates how many records from the training dataset were classified into this bin. Some leaf nodes indicate a single data item. In real applications, it may be unwise to permit the tree to branch based on a single training item because we expect the data to have some noise or uncertainty. Figure 4.1(b) is the result of pruning the previous tree, in order to achieve a smaller tree while maintaining nearly the same classification accuracy. Some leaf nodes now have a pair of number: (record count, classification errors).

Figure 4.2(a) shows a 2-class classifier (yes, no) and uses the C4.5 algorithm for selecting the splits [66]. A very aggressively pruned tree is shown in Figure 4.2(b). It misclassifies 3 out of 24 training records.
TABLE 4.1: Example: Contact Lens Recommendations

<table>
<thead>
<tr>
<th>Age</th>
<th>Near-/Far-sightedness</th>
<th>Astigmatic</th>
<th>Tears</th>
<th>Contacts Recommended</th>
</tr>
</thead>
<tbody>
<tr>
<td>13</td>
<td>nearsighted</td>
<td>no</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>18</td>
<td>nearsighted</td>
<td>no</td>
<td>normal</td>
<td>soft</td>
</tr>
<tr>
<td>14</td>
<td>nearsighted</td>
<td>yes</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>16</td>
<td>nearsighted</td>
<td>yes</td>
<td>normal</td>
<td>hard</td>
</tr>
<tr>
<td>11</td>
<td>farsighted</td>
<td>no</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>18</td>
<td>farsighted</td>
<td>no</td>
<td>normal</td>
<td>soft</td>
</tr>
<tr>
<td>8</td>
<td>farsighted</td>
<td>yes</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>8</td>
<td>farsighted</td>
<td>yes</td>
<td>normal</td>
<td>hard</td>
</tr>
<tr>
<td>26</td>
<td>nearsighted</td>
<td>no</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>35</td>
<td>nearsighted</td>
<td>no</td>
<td>normal</td>
<td>soft</td>
</tr>
<tr>
<td>39</td>
<td>nearsighted</td>
<td>yes</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>23</td>
<td>nearsighted</td>
<td>yes</td>
<td>normal</td>
<td>hard</td>
</tr>
<tr>
<td>23</td>
<td>farsighted</td>
<td>no</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>36</td>
<td>farsighted</td>
<td>no</td>
<td>normal</td>
<td>soft</td>
</tr>
<tr>
<td>35</td>
<td>farsighted</td>
<td>yes</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>32</td>
<td>farsighted</td>
<td>yes</td>
<td>normal</td>
<td>no</td>
</tr>
<tr>
<td>55</td>
<td>nearsighted</td>
<td>no</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>64</td>
<td>nearsighted</td>
<td>no</td>
<td>normal</td>
<td>no</td>
</tr>
<tr>
<td>63</td>
<td>nearsighted</td>
<td>yes</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>51</td>
<td>nearsighted</td>
<td>yes</td>
<td>normal</td>
<td>hard</td>
</tr>
<tr>
<td>47</td>
<td>farsighted</td>
<td>no</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>44</td>
<td>farsighted</td>
<td>no</td>
<td>normal</td>
<td>soft</td>
</tr>
<tr>
<td>52</td>
<td>farsighted</td>
<td>yes</td>
<td>reduced</td>
<td>no</td>
</tr>
<tr>
<td>46</td>
<td>farsighted</td>
<td>yes</td>
<td>normal</td>
<td>no</td>
</tr>
</tbody>
</table>

(a) CART algorithm

(b) Pruned version

FIGURE 4.1 (See color insert.): 3-class decision trees for contact lenses recommendation.
Optimality and Complexity
Constructing a decision tree that correctly classifies a consistent\(^1\) data set is not difficult. Our problem, then, is to construct an optimal tree, but what does optimal mean? Ideally, we would like a method with fast tree construction, fast predictions (shallow tree depth), accurate predictions, and robustness with respect to noise, missing values, or concept drift. Should it treat all errors the same, or it is more important to avoid certain types of false positives or false negatives? For example, if this were a medical diagnostic test, it may be better for a screening test to incorrectly predict that a few individuals have an illness than to incorrectly decide that some other individuals are healthy.

Regardless of the chosen measure of goodness, finding a globally optimal result is not feasible for large data sets. The number of possible trees grows exponentially with the number of attributes and with the number of distinct values for each attribute. For example, if one path in the tree from root to leaf tests \(d\) attributes, there are \(d!\) different ways to order the tests. Hyafile and Rivest [35] proved that constructing a binary decision tree that correctly classifies a set of \(N\) data items such that the expected number of steps to classify an item is minimal is \(NP\)-complete. Even for more esoteric schemes, namely randomized decision trees and quantum decision trees, the complexity is still \(NP\)-complete [10].

In most real applications, however, we know we cannot make a perfect predictor anyway (due to unknown differences between training data and test data, noise and missing values, and concept drift over time). Instead, we favor a tree that is efficient to construct and/or update and that matches the training set “well enough.”

Notation We will use the following notation (further summarized for data and partition in Table 4.2) to describe the data, its attributes, the class labels, and the tree structure. A data item \(x\) is a vector of \(d\) attribute values with an optional class label \(y\). We denote the set of attributes as \(A = \{A_1, A_2, \ldots, A_d\}\). Thus, we can characterize \(x\) as \(\{x_1, x_2, \ldots, x_d\}\), where \(x_1 \in A_1, x_2 \in A_2, \ldots, x_d \in A_d\). Let \(Y = \{y_1, y_2, \ldots, y_m\}\) be the set of class labels. Each training item \(x\) is mapped to a class value \(y\) where \(y \in Y\). Together they constitute a data tuple \(\langle x, y \rangle\). The complete set of training data is \(X\).

\(^1\)A training set is inconsistent if two items have different class values but are identical in all other attribute values.
### TABLE 4.2: Summary of Notation for Data and Partitions

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathbf{X}$</td>
<td>set of all training data $= {x_1, \ldots, x_n}$</td>
</tr>
<tr>
<td>$\mathbf{A}$</td>
<td>set of attributes $= {A_1, \ldots, A_d}$</td>
</tr>
<tr>
<td>$\mathbf{Y}$</td>
<td>domain of class values $= {y_1, \ldots, y_m}$</td>
</tr>
<tr>
<td>$X_i$</td>
<td>a subset of $\mathbf{X}$</td>
</tr>
<tr>
<td>$S$</td>
<td>a splitting rule</td>
</tr>
<tr>
<td>$\mathbf{X}_S$</td>
<td>a partitioning of $\mathbf{X}$ into ${X_1, \ldots, X_k}$</td>
</tr>
</tbody>
</table>

A partitioning rule $S$ subdivides data set $\mathbf{X}$ into a set of subsets collectively known as $\mathbf{X}_S$; that is, $\mathbf{X}_S = \{X_1, X_2, \ldots, X_k\}$ where $\bigcup_i X_i = \mathbf{X}$. A decision tree is a rooted tree in which each set of children of each parent node corresponds to a partitioning ($\mathbf{X}_S$) of the parent’s data set, with the full data set associated with the root. The number of items in $X_i$ that belong to class $y_j$ is $|X_{ij}|$. The probability that a randomly selected member of $X_i$ is of class $y_j$ is $p_{ij} = \frac{|X_{ij}|}{|X_i|}$.

The remainder of the chapter is organized as follows. Section 4.2 describes the operation of classical top-down decision tree induction. We break the task down into several subtasks, examining and comparing specific splitting and pruning algorithms that have been proposed. Section 4.3 features case studies of two influential decision tree algorithms, C4.5 [66] and CART [8]. Here we delve into the details of start-to-finish decision tree induction and prediction. In Section 4.4, we describe how data summarization and parallelism can be used to achieve scalability with very large datasets. Then, in Section 4.5, we introduce techniques and algorithms that enable incremental tree induction, especially in the case of streaming data. We conclude with a review of the advantages and disadvantages of decision trees compared to other classification methods.

### 4.2 Top-Down Decision Tree Induction

The process of learning the structure of a decision tree, to construct the classifier, is called decision tree induction [63]. We first describe the classical approach, top-down selection of partitioning rules on a static dataset. We introduce a high-level generic algorithm to convey the basic idea, and then look deeper at various steps and subfunctions within the algorithm.

The decision tree concept and algorithm can be tracked back to two independent sources: AID (Morgan and Sonquist, 1963) [56] and CLS in *Experiments in Induction* (Hunt, Marin, and Stone, 1966) [34]. The algorithm can be written almost entirely as a single recursive function, as shown in Algorithm 4.1. Given a set of data items, which are each described by their attribute values, the function builds and returns a subtree. The key subfunctions are shown in small capital letters. First, the function checks if it should stop further refinement of this branch of the decision tree (line 3, subfunction STOP). If so, it returns a leaf node, labeled with the class that occurs most frequently in the current data subset $X’$. Otherwise, it proceeds to try all feasible splitting options and selects the best one (line 6, FINDBESTSPLITTINGRULE). A splitting rule partitions the dataset into subsets. What constitutes the “best” rule is perhaps the most distinctive aspect of one tree induction algorithm versus another. The algorithm creates a tree node for the chosen rule (line 8).

If a splitting rule draws all the classification information out of its attribute, then the attribute is exhausted and is ineligible to be used for splitting in any subtree (lines 9–11). For example, if a discrete attribute with $k$ different values is used to create $k$ subsets, then the attribute is “exhausted.”
As a final but vital step, for each of the data subsets generated by the splitting rule, we recursively call BUILD SUB TREE (lines 13–15). Each call generates a subtree that is then attached as a child to the principal node. We now have a tree, which is returned as the output of the function.

Algorithm 4.1 Recursive Top-Down Decision Tree Induction

**Input:** Data set \( X \), Attribute set \( A \)

1. \( \text{tree} \leftarrow \text{BUILD SUB TREE}(X, A, 0) \);

2. function BUILD SUB TREE \((X', A', \text{depth})\)
   3. if STOP \((X', \text{depth})\) then
   4. \( \text{return CreateNode} (\text{nullRule, majorityClass}(X')) \);
   5. else
   6. \( \text{rule} \leftarrow \text{FIND BEST SPLITTING RULE}(X', A') \);
   7. \( \text{attr} \leftarrow \text{attributeUsed} (\text{rule}) \);
   8. \( \text{node} \leftarrow \text{CreateNode} (\text{rule, nullClass}) \);
   9. if \( \text{rule} \) “exhausts” \( \text{attr} \) then
   10. remove \( \text{attr} \) from \( A' \);
   11. end if
   12. \( \text{DataSubsets} \leftarrow \text{ApplyRule}(X', \text{rule}) \);
   13. for \( X_i \in \text{DataSubsets} \) do
   14. \( \text{child} \leftarrow \text{BUILD SUB TREE}(X_i, A', \text{depth} + 1) \);
   15. \( \text{node}.\text{addChild}(\text{child}) \);
   16. end for
   17. \( \text{return node} \);
   18. end if
19. end function

### 4.2.1 Node Splitting

Selecting a splitting rule has two aspects: (1) What possible splits shall be considered, and (2) which of these is the best one? Each attribute contributes a set of candidate splits. This set is determined by the attribute’s data type, the actual values present in the training data, and possible restrictions set by the algorithm.

- **Binary attributes:** only one split is possible.

- **Categorical (unordered) attributes:** If an attribute \( A \) is unordered, then the domain of \( A \) is a mathematical set. Any nonempty proper subset \( S \) of \( A \) defines a binary split \( \{S, A \setminus S\} \). After ruling out redundant and empty partitions, we have \( 2^k - 1 \) possible binary splits. However, some algorithms make \( k \)-way splits instead.

- **Numerical (ordered) attributes:** If there are \( k \) different values, then we can make either \((k - 1)\) different binary splits or one single \( k \)-way split.

These rules are summarized in Table 4.3. For the data set in Table 4.1, the age attribute has 20 distinct values, so there are 19 possible splits. The other three attributes are binary, so they each offer one split. There are a total of 22 ways to split the root node.

We now look at how each splitting rule is evaluated for its goodness. An ideal rule would form subsets that exhibit class purity: each subset would contain members belonging to only one class \( y \). To optimize the decision tree, we seek the splitting rule \( S \) which minimizes the impurity function \( F(X_S) \). Alternately, we can seek to maximize the amount that the impurity decreases due to the split:
TABLE 4.3: Number of Possible Splits Based on Attribute Type

<table>
<thead>
<tr>
<th>Attribute Type</th>
<th>Binary Split</th>
<th>Multiway Split</th>
</tr>
</thead>
<tbody>
<tr>
<td>Binary</td>
<td>1</td>
<td>1 (same as binary)</td>
</tr>
<tr>
<td>Categorical (unordered)</td>
<td>$2^{k-1} - 1$</td>
<td>one $k$-way split</td>
</tr>
<tr>
<td>Numerical (ordered)</td>
<td>$k - 1$</td>
<td>one $k$-way split</td>
</tr>
</tbody>
</table>

\[ \Delta F(S) = F(X) - F(X_S) \]. The authors of CART [8] provide an axiomatic definition of an impurity function $F$:

**Definition 4.1** An impurity function $F$ for a $m$-state discrete variable $Y$ is a function defined on the set of all $m$-tuple discrete probability vectors $(p_1, p_2, \ldots, p_m)$ such that

1. $F$ is maximum only at $(\frac{1}{m}, \frac{1}{m}, \ldots, \frac{1}{m})$.
2. $F$ is minimum only at the “purity points” $(1, 0, \ldots, 0), (0, 1, \ldots, 0), \ldots,(0, 0, \ldots, 1),
3. $F$ is symmetric with respect to $p_1, p_2, \ldots, p_m$.

We now consider several basic impurity functions that meet this definition.

1. **Error Rate**

A simple measure is the percentage of misclassified items. If $y_j$ is the class value that appears most frequently in partition $X_i$, then the error rate for $X_i$ is $E(X_i) = |\{y \neq y_j : (x, y) \in X_i\}| / |X_i| = 1 - p_{ij}$. The error rate for the entire split $X_S$ is the weighted sum of the error rates for each subset. This equals the total number of misclassifications, normalized by the size of $X$.

\[ \Delta F_{\text{error}}(S) = E(X) - \sum_{i \in S} |X_i| / |X| E(X_i). \] (4.1)

This measure does not have good discriminating power. Suppose we have a two-class system, in which $y$ is the majority class not only in $X$, but in every available partitioning of $X$. Error rate will consider all such partitions equal in preference.

2. **Entropy and Information Gain (ID3)**

Quinlan’s first decision tree algorithm, ID3 [62], uses information gain, or equivalently, entropy loss, as the goodness function for dataset partitions. In his seminal work on information theory, Shannon [70] defined information entropy as the degree of uncertainty of a (discrete) random variable $Y$, formulated as

\[ H_X(Y) = -\sum_{y \in Y} p_y \log p_y \] (4.2)

where $p_y$ is the probability that a random selection would have state $y$. We add a subscript (e.g., $X$) when it is necessary to indicate the dataset being measured. Information entropy can be interpreted at the expected amount of information, measured in bits, needed to describe the state of a system. Pure systems require the least information. If all objects in the system are in the same state $k$, then $p_k = 1$, $\log p_k = 0$, so entropy $H = 0$. There is no randomness in the system; no additional classification information is needed. At the other extreme is maximal uncertainty, when there are an equal number of objects in each of the $|Y|$ states, so $p_y = \frac{1}{|Y|}$, for all $y$. Then, $H(Y) = -|Y| \left( \frac{1}{|Y|} \log \frac{1}{|Y|} \right) = \log |Y|$. To describe the system we have to fully specify all the possible states using $\log |Y|$ bits. If the system is pre-partitioned into subsets
according to another variable (or splitting rule) $S$, then the information entropy of the overall system is the weighted sum of the entropies for each partition, $H_K(Y)$. This is equivalent to the conditional entropy $H_K(Y|S)$.

$$\Delta_{infoGain}(S) = -\sum_{y \in Y} p_y \log p_y + \sum_{i \in S} \frac{|X_i|}{|X|} \sum_{y \in Y} p_y \log p_y$$ (4.3)

$$= H_K(Y) - \sum_{i \in S} p_i H_K(Y|S).$$

We know $\lim_{p \to 0} p \log p$ goes to 0, so if a particular class value $y$ is not represented in a dataset, then it does not contribute to the system’s entropy.

A shortcoming of the information gain criterion is that it is biased towards splits with larger $k$. Given a candidate split, if subdividing any subset provides additional class differentiation, then the information gain score will always be better. That is, there is no cost to making a split. In practice, making splits into many small subsets increases the sensitivity to individual training data items, leading to overfit. If the split’s cardinality $k$ is greater than the number of class values $m$, then we might be “overclassifying” the data.

For example, suppose we want to decide whether conditions are suitable for holding a seminar, and one of the attributes is day of the week. The “correct” answer is Monday through Friday are candidates for a seminar, while Saturday and Sunday are not. This is naturally a binary split, but ID3 would select a 7-way split.

3. **Gini Criterion (CART)**

Another influential and popular decision tree program, CART [8], uses the Gini index for a splitting criterion. This can be interpreted as the expected error if each individual item were randomly classified according to the probability distribution of class membership within each subset. Like ID3, the Gini index is biased towards splits with larger $k$.

$$\text{Gini}(X_i) = \sum_{y \in Y} p_y (1 - p_y) = 1 - \sum_{y \in Y} p_y^2$$ (4.4)

$$\Delta_{Gini}(S) = \text{Gini}(X) - \sum_{i \in S} \frac{|X_i|}{|X|} \text{Gini}(X_i).$$ (4.5)

4. **Normalized Measures — Gain Ratio (C4.5)**

To remedy ID3’s bias towards higher $k$ splits, Quinlan normalized the information gain to create a new measure called gain ratio [63]. Gain ratio is featured in Quinlan’s well-known decision tree tool, C4.5 [66].

$$\text{splitInfo}(S) = -\sum_{i \in S} \frac{|X_i|}{|X|} \log \frac{|X_i|}{|X|} = H(S)$$ (4.6)

$$\Delta_{gainRatio}(S) = \frac{\Delta_{infoGain}(S)}{\text{splitInfo}(S)} = \frac{H(Y) - H(Y|S)}{H(S)}.$$ (4.7)

$\text{splitInfo}$ considers only the number of subdivisions and their relative sizes, not their purity. It is higher when there are more subdivisions and when they are more balanced in size. In fact, $\text{splitInfo}$ is the entropy of the split where $S$ is the random variable of interest, not $Y$. Thus, the
gain ratio seeks to factor out the information gained from the type of partitioning as opposed to what classes were contained in the partitions.

The gain ratio still has a drawback. A very imbalanced partitioning will yield a low value for $H(S)$ and thus a high value for $\Delta F_{\text{gainRatio}}$, even if the information gain is not very good. To overcome this, C4.5 only considers splits whose information gain scores are better than the average value [66].

5. **Normalized Measures — Information Distance**

López de Mántaras has proposed using normalized information distance as a splitting criterion [51]. The distance between a target attribute $Y$ and a splitting rule $S$ is the sum of the two conditional entropies, which is then normalized by dividing by their joint entropy:

$$d_N(Y, S) = \frac{H(Y|S) + H(S|Y)}{H(Y,S)}$$

$$= \frac{\sum_{i \in S} \sum_{y \in Y} p_i \log p_{iy} + \sum_{y \in Y} \sum_{i \in S} p_i \log p_{yi}}{\sum_{i \in S} \sum_{y \in Y} p_i \log p_{iy}}.$$ (4.8)

This function is a distance metric; that is, it meets the nonnegative, symmetry, and triangle inequality properties, and $d_N(Y, S) = 0$ when $Y = S$. Moreover its range is normalized to $[0, 1]$. Due to its construction, it solves both the high-$k$ bias and the imbalanced partition problems of information gain (ID3) and gain ratio (C4.5).

6. **DKM Criterion for Binary Classes**

In cases where the class attribute is binary, the DKM splitting criterion, named after Dietterich, Kearns, and Mansour [17, 43] offers some advantages. The authors have proven that for a given level of prediction accuracy, the expected size of a DKM-based tree is smaller than for those constructed using C4.5 or Gini.

$$DKM(X_i) = 2 \sqrt{p_i(1 - p_i)}$$

$$\Delta F_{DKM}(S) = DKM(X) - \sum_{i \in S} \frac{|X_i|}{|X|} DKM(X_i).$$ (4.9)

7. **Binary Splitting Criteria**

Binary decision trees are often used, for a variety of reasons. Many attributes are naturally binary, binary trees are easy to interpret, and binary architecture avails itself of additional mathematical properties. Below are a few splitting criteria especially for binary splits. The two partitions are designated 0 and 1.

(a) **Twoing Criterion**

This criterion is presented in CART [8] as an alternative to the Gini index. Its value coincides with the Gini index value for two-way splits.

$$\Delta F_{\text{twoing}}(S) = \frac{p_0 \cdot p_1}{4} \left( \sum_{y \in Y} (p_{y0} - p_{y1})^2 \right).$$ (4.10)

(b) **Orthogonality Measure**

Fayyad and Irani measure the cosine angle between the class probability vectors from the two partitions [22]. (Recall the use of probability vectors in Definition 4.1 for an impurity function.) If the split puts all instances of a given class in one partition but
not the other, then the two vectors are orthogonal, and the cosine is 0. The measure is formulated as \((1 - \cos \theta)\) so that we seek a maximum value.

\[
\text{ORT}(S) = 1 - \cos(P_0, P_1) = 1 - \frac{\sum_{y \in Y} p_0 \cdot p_1}{||P_0|| \cdot ||P_1||}.
\]

(4.11)

(c) **Other Vector Distance Measures**

Once we see that a vector representation and cosine distance can be used, many other distance or divergence criteria come to mind, such as Jensen-Shannon divergence [75], Kolmogorov-Smirnov distance [24], and Hellinger distance [13].

8. **Minimum Description Length**

Quinlan and Rivest [65] use the Minimum Description Length (MDL) approach to simultaneous work towards the best splits and the most compact tree. A description of a solution consists of an encoded classification model (tree) plus discrepancies between the model and the actual data (misclassifications). To find the minimum description, we must find the best balance between a small tree with relatively high errors and a more expansive tree with little or no misclassifications. Improved algorithms are offered in [83] and [82].

9. **Comparing Splitting Criteria**

When a new splitting criterion is introduced, it is compared to others for tree size and accuracy, and sometimes for robustness, training time, or performance with specific types of data. The baselines for comparison are often C4.5(Gain ratio), CART(Gini), and sometimes DKM. For example, Shannon entropy is compared to Rényi and Tsallis entropies in [50]. While one might not be too concerned about tree size, perhaps because one does not have a large number of attributes, a smaller (but equally accurate) tree implies that each decision is accomplishing more classification work. In that sense, a smaller tree is a better tree.

In 1999, Lim and Loh compared 22 decision tree, nine statistical, and two neural network algorithms [49]. A key result was that there was no statistically significant difference in classification accuracy among the top 21 algorithms. However, there were large differences in training time. The most accurate algorithm, POLYCAST, required hours while similarly accurate algorithms took seconds. It is also good to remember that if high quality training data are not available, then algorithms do not have the opportunity to perform at their best. The best strategy may be to pick a fast, robust, and competitively accurate algorithm. In Lim and Loh’s tests, C4.5 and an implementation of CART were among the best in terms of balanced speed and accuracy.

**Weighted error penalties**

All of the above criteria have assumed that all errors have equal significance. However, for many applications this is not the case. For a binary classifier (class is either *Yes* or *No*), there are four possible prediction results, two correct results and two errors:

1. Actual class = *Yes*; Predicted class = *Yes*: **True Positive**
2. Actual class = *Yes*; Predicted class = *No*: **False Negative**
3. Actual class = *No*; Predicted class = *Yes*: **False Positive**
4. Actual class = *No*; Predicted class = *No*: **True Negative**

If there are \(k\) different class values, then there are \(k(k - 1)\) different types of errors. We can assign each type of error a weight and then modify the split goodness criterion to include these weights. For example, a binary classifier could have \(w_{FP}\) and \(w_{FN}\) for False Positive and False Negative,
respectively. More generally, we can say the weight is \( w_{p,t} \), where \( p \) is the predicted class and \( t \) is the true class. \( w_{t} = 0 \) because this represents a correct classification, hence no error.

Let us look at a few examples of weights being incorporated into an impurity function. Let \( T_i \) be the class predicted for partition \( X_i \), which would be the most populous class value in \( X_i \).

**Weighted Error Rate:** Instead of simply counting all the misclassifications, we count how many of each type of classification occurs, multiplied by its weight.

\[
F_{\text{error,wt}} = \sum_{i \in S} \sum_{y \in Y} w_{T_i,y} |X_i|/|X| = \sum_{i \in S} \sum_{y \in Y} w_{T_i,y} p_{iy}.
\] (4.12)

**Weighted Entropy:** The modified entropy can be incorporated into the information gain, gain ratio, or information distance criterion.

\[
H(Y)_{\text{wt}} = -\sum_{y \in Y} w_{T_i,y} p_{y} \log p_{y}.
\] (4.13)

### 4.2.2 Tree Pruning

Using the splitting rules presented above, the recursive decision tree induction procedure will keep splitting nodes as long as the goodness function indicates some improvement. However, this greedy strategy can lead to overfitting, a phenomenon where a more precise model decreases the error rate for the training dataset but increases the error rate for the testing dataset. Additionally, a large tree might offer only a slight accuracy improvement over a smaller tree. Overfit and tree size can be reduced by pruning, replacing subtrees with leaf nodes or simpler subtrees that have the same or nearly the same classification accuracy as the unpruned tree. As Breiman et al. have observed, pruning algorithms affect the final tree much more than the splitting rule.

Pruning is basically tree growth in reverse. However, the splitting criteria must be different than what was used during the growth phase; otherwise, the criteria would indicate that no pruning is needed. Mingers (1989) [55] lists five different pruning algorithms. Most of them require using a different data sample for pruning than for the initial tree growth, and most of them introduce a new impurity function. We describe each of them below.

1. **Cost Complexity Pruning, also called Error Complexity Pruning (CART) [8]**

This multi-step pruning process aims to replace subtrees with a single node. First, we define a cost-benefit ratio for a subtree: the number of misclassification errors it removes divided by the number of leaf nodes it adds. If \( L_X \) is the set of leaf node data subsets of \( X \), then

\[
\text{error complexity} = \frac{E(X) - \sum_{L_i \in L_X} E(L_i)}{|L_X| - 1}.
\] (4.14)

Compute error complexity for each internal node, and convert the one with the smallest value (least increase in error per leaf) to a leaf node. Recompute values and repeat pruning until only the root remains, but save each intermediate tree. Now, compute new (estimated) error rates for every pruned tree, using a new test dataset, different than the original training set. Let \( T_0 \) be the pruned tree with the lowest error rate. For the final selection, pick the smallest tree \( T' \) whose error rate is within one standard error of \( T_0 \)'s error rate, where standard error is defined as

\[
SE = \sqrt{\frac{E(T_0) + E(T_0)}{2}}.
\]

For example, in Figure 4.2(a), the \([\text{age} > 55?]\) decision node receives 6 training items: 5 items have \( \text{age} \leq 55 \), and 1 item has \( \text{age} > 55 \). The subtree has no misclassification errors and 2 leaves. If we replace the subtree with a single node, it will have an error rate of 1/6. Thus, error complexity(\(\text{age55}\)) = \(\frac{1/6-0}{2-1}=0.167\). This is better than the \([\text{age} > 18?]\) node, which has an error complexity of 0.333.
2. **Critical Value Pruning** [54]

This pruning strategy follows the same progressive pruning approach as cost-complexity pruning, but rather than defining a new goodness measure just for pruning, it reuses the same criterion that was used for tree growth. It records the splitting criteria values for each node during the growth phase. After tree growth is finished, it goes back in search of interior nodes whose splitting criteria values fall below some threshold. If all the splitting criteria values in a node’s subtree are also below the threshold, then the subtree is replaced with a single leaf node. However, due to the difficulty of selecting the right threshold value, the practical approach is to prune the weakest subtree, remember this pruned tree, prune the next weakest subtree, remember the new tree, and so on, until only the root remains. Finally, among these several pruned trees, the one with the lowest error rate is selected.

3. **Minimum Error Pruning** [58]

The error rate defined in Equation 4.1 is the actual error rate for the sample (training) data. Assuming that all classes are in fact equally likely, Niblett and Bratko [58] prove that the expected error rate is

\[
E'(X_i) = \frac{|X_i| \cdot E(X_i) + m - 1}{|X_i| + m},
\]

(4.15)

where \(m\) is the number of different classes. Using this as an impurity criterion, this pruning method works just like the tree growth step, except it merges instead of splits. Starting from the parent of a leaf node, it compares its expected error rate with the size-weighted sum of the error rates of its children. If the parent has a lower expected error rate, the subtree is converted to a leaf. The process is repeated for all parents of leaves until the tree has been optimized. Mingers [54] notes a few flaws with this approach: 1) the assumption of equally likely classes is unreasonable, and 2) the number of classes strongly affects the degree of pruning.

Looking at the \([\text{age} > 55?]\) node in Figure 4.2(a) again, the current subtree has a score \(E'(\text{subtree}) = (5/6)(5/172 + 1/6)(10/172 + 1/2) = (5/6)(1/7) + (1/6)(1/3) = 0.175.\) If we change the node to a leaf, we get \(E'(\text{leaf}) = \frac{6(1/6) + 2}{6+2} = 2/8 = 0.250.\) The pruned version has a higher expected error, so the subtree is not pruned.

4. **Reduced Error Pruning (ID3)** [64]

This method uses the same goodness criteria for both tree growth and pruning, but uses different data samples for the two phases. Before the initial tree induction, the training dataset is divided into a growth dataset and a pruning dataset. Initial tree induction is performed using the growth dataset. Then, just as in minimum error pruning, we work bottom-to-top, but this time the pruning dataset is used. We retest each parent of children to see if the split is still advantageous, when a different data sample is used. One weakness of this method is that it requires a larger quantity of training data. Furthermore, using the same criteria for growing and pruning will tend to under-prune.

5. **Pessimistic Error Pruning (ID3, C4.5)** [63, 66]

This method eliminates the need for a second dataset by estimating the training set bias and compensating for it. A modified error function is created (as in minimum error pruning), which is used for bottom-up retesting of splits. In Quinlan’s original version, the adjusted error is estimated to be \(\frac{1}{2}\) per leaf in a subtree. Given tree node \(v\), let \(T(v)\) be the subtree
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rooted at \( v \), and \( L(v) \) be the leaf nodes under \( v \). Then,

\[
\begin{align*}
\text{not pruned: } E_{\text{pess}}(T(v)) &= \sum_{l \in L(v)} E(l) + \frac{|L(v)|}{2} \\
\text{if pruned: } E_{\text{pess}}(v) &= E(v) + \frac{1}{2}.
\end{align*}
\]  

Because this adjustment alone might still be too optimistic, the actual rule is that a subtree will be pruned if the decrease in error is larger than the Standard Error.

In C4.5, Quinlan modified pessimistic error pruning to be more pessimistic. The new estimated error is the upper bound of the binomial distribution confidence interval, \( U_{\text{CF}}(E, |X_i|) \). C4.5 uses 25% confidence by default. Note that the binomial distribution should not be approximated by the normal distribution, because the approximation is not good for small error rates.

For our [age > 55?] example in Figure 4.2(a), C4.5 would assign the subtree an error score of 
\[
\left(\frac{5}{6}\right) U_{\text{CF}}(0.5) + \left(\frac{1}{6}\right) U_{\text{CF}}(0.1) = (0.833)(0.242) + (0.166)(0.750) = 0.327.
\]
If we prune, then the new root has a score of \( U_{\text{CF}}(1, 6) = 0.390 \). The original split has a better error score, so we retain the split.

6. Additional Pruning Methods

Mansour [52] has computed a different upper bound for pessimistic error pruning, based on the Chernoff bound. The formula is simpler than Quinlan’s but requires setting two parameters. Kearns and Mansour [44] describe an algorithm with good theoretical guarantees for near-optimal tree size. Mehta et al. present an MDL-based method that offers a better combination of tree size and speed than C4.5 or CART on their test data.

Esposito et al. [20] have compared the five earlier pruning techniques. They find that cost-complexity pruning and reduced error pruning tend to overprune, i.e., create smaller but less accurate decision trees. Other methods (error-based pruning, pessimistic error pruning, and minimum error pruning) tend to underprune. However, no method clearly outperforms others on all measures. The wisest strategy for the user seems to be to try several methods, in order to have a choice.

4.3 Case Studies with C4.5 and CART

To illustrate how a complete decision tree classifier works, we look at the two most prominent algorithms: CART and C4.5. Interestingly, both are listed among the top 10 algorithms in all of data mining, as chosen at the 2006 International Conference on Data Mining [85].

CART was developed by Breiman, Friedman, Olshen, and Stone, as a research work. The decision tree induction problem and their solution is described in detail in their 1984 book, Classification and Regression Trees [8]. C4.5 gradually evolved out of ID3 during the late 1980s and early 1990s. Both were developed by J. Ross Quinlan. Early on C4.5 was put to industrial use, so there has been a steady stream of enhancements and added features. We focus on the version described in Quinlan’s 1993 book, C4.5: Programs for Machine Learning [66].
4.3.1 Splitting Criteria

**CART**: CART was designed to construct binary trees only. It introduced both the Gini and twoing criteria. Numerical attributes are first sorted, and then the $k - 1$ midpoints between adjacent numerical values are used as candidate split points. Categorical attributes with large domains must try all $2^{k-1} - 1$ possible binary splits. To avoid excessive computation, the authors recommend not having a large number of different categories.

**C4.5**: In default mode, C4.5 makes binary splits for numerical attributes and $k$-way splits for categorical attributes. ID3 used the Information Gain criterion. C4.5 normally uses the Gain Ratio, with the caveat that the chosen splitting rule must also have an Information Gain that is stronger than the average Information Gain. Numerical attributes are first sorted. However, instead of selecting the midpoints, C4.5 considers each of the values themselves as the split points. If the sorted values are $(x_1, x_2, \ldots, x_n)$, then the candidate rules are $\{x > x_1, x > x_2, \ldots, x > x_{n-1}\}$. Optionally, instead of splitting categorical attributes into $k$ branches, one branch for each different attribute value, they can be split into $b$ branches, where $b$ is a user-designated number. To implement this, C4.5 first performs the $k$-way split and then greedily merges the most similar children until there are $b$ children remaining.

4.3.2 Stopping Conditions

In top-down tree induction, each split produces new nodes that recursively become the starting points for new splits. Splitting continues as long as it is possible to continue and to achieve a net improvement, as measured by the particular algorithm. Any algorithm will naturally stop trying to split a node when either the node achieves class purity or the node contain only a single item. The node is then designated a leaf node, and the algorithm chooses a class label for it.

However, stopping only under these absolute conditions tends to form very large trees that are overfit to the training data. Therefore, additional stopping conditions that apply pre-pruning may be used. Below are several possible conditions. Each is independent of the other and employs some threshold parameter.

- Data set size reaches a minimum.
- Splitting the data set would make children that are below the minimize size.
- Splitting criteria improvement is too small.
- Tree depth reaches a maximum.
- Number of nodes reaches a maximum.

**CART**: Earlier, the authors experimented with a minimum improvement rule: $|\Delta F_{Gini}| > \beta$. However, this was abandoned because there was no right value for $\beta$. While the immediate benefit of splitting a node may be small, the cumulative benefit from multiple levels of splitting might be substantial. In fact, even if splitting the current node offers only a small reduction of impurity, its children could offer a much larger reduction. Consequently, CART’s only stopping condition is a minimum node size. Instead, it strives to perform high-quality pruning.

**C4.5**: In ID3, a Chi-squared test was used as a stopping condition. Seeing that this sometimes caused overpruning, Quinlan removed this stopping condition in C4.5. Like CART, the tree is allowed to grow unfettered, with only one size constraint: any split must have at least two children containing at least $n_{min}$ training items each, where $n_{min}$ defaults to 2.
4.3.3 Pruning Strategy

CART uses cost complexity pruning. This is one of the most theoretically sound pruning methods. To remove data and algorithmic bias from the tree growth phase, it uses a different goodness criterion and a different dataset for pruning. Acknowledging that there is still statistical uncertainty about the computations, a standard error statistic is computed, and the smallest tree that is with the error range is chosen.

C4.5 uses pessimistic error pruning with the binomial confidence interval. Quinlan himself acknowledges that C4.5 may be applying statistical concepts loosely [66]. As a heuristic method, however, it works about as well as any other method. Its major advantage is that it does not require a separate dataset for pruning. Moreover, it allows a subtree to be replaced not only by a single node but also by the most commonly selected child.

4.3.4 Handling Unknown Values: Induction and Prediction

One real-world complication is that some data items have missing attribute values. Using the notation \( x = \{x_1, x_2, \ldots, x_d\} \), some of the \( x_i \) values may be missing (null). Missing values generate three concerns:

1. Choosing the Best Split: If a candidate splitting criterion uses attribute \( A_i \) but some items have no values for \( A_i \), how should we account for this? How do we select the best criteria, when they have different proportions of missing values?

2. Partitioning the Training Set: Once a splitting criteria is selected, to which child node will the incomplete data items be assigned?

3. Making Predictions: If making class predictions for items with missing attribute values, how will they proceed down the tree?

Recent studies have compared different techniques for handling missing values in decision trees [18, 67]. CART and C4.5 take very different approaches for addressing these concerns.

CART: CART assumes that missing values are sparse. It calculates and compares splitting criteria using only data that contain values for the relevant attributes. However, if the top scoring splitting criteria is on an attribute with some missing values, then CART selects the best surrogate split that has no missing attribute values. For any splitting rule \( S \), a surrogate rule generates similar partitioning results, and the surrogate \( S' \) is the one that is most strongly correlated. For each actual rule selected, CART computes and saves a small ordered list of top surrogate rules. Recall that CART performs binary splits. For dataset \( X_i \), \( p_{11} \) is the fraction of items that is classified by both \( S \) and \( S' \) as state 1; \( p_{00} \) is the fraction that is classified by both as state 0. The probability that a random item is classified the same by both \( S \) and \( S' \) is \( p(S, S') = p_{11}(S, S') + p_{00}(S, S') \). This measure is further refined in light of the discriminating power of \( S \). The final predictive measure of association between \( S \) and \( S' \) is

\[
\lambda(S'|S) = \frac{\min(p_{0}(S), p_{1}(S)) - (1 - p(S, S'))}{\min(p_{0}(S), p_{1}(S))}.
\]  (4.18)

The scaling factor \( \min(p_{0}(S), p_{1}(S)) \) estimates the probability that \( S \) correctly classifies an item. Due to the use of surrogates, we need not worry about how to partition items with missing attribute values.

When trying to predict the class of a new item, if a missing attribute is encountered, CART looks for the best surrogate rule for which the data item does have an attribute value. This rule is
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(a) Distribution of Known Values

<table>
<thead>
<tr>
<th>Color? (20)</th>
<th>+5 with missing values</th>
</tr>
</thead>
<tbody>
<tr>
<td>red</td>
<td>10 (50%)</td>
</tr>
<tr>
<td>green</td>
<td>6 (30%)</td>
</tr>
<tr>
<td>blue</td>
<td>4 (20%)</td>
</tr>
</tbody>
</table>

(b) Inclusion of Unknown Values

<table>
<thead>
<tr>
<th>Color? (25)</th>
</tr>
</thead>
<tbody>
<tr>
<td>red</td>
</tr>
<tr>
<td>green</td>
</tr>
<tr>
<td>blue</td>
</tr>
</tbody>
</table>

**FIGURE 4.3:** C4.5 distributive classification of items with unknown values.

C4.5: To compute the splitting criteria, C4.5 computes the information gain using only the items with known attribute values, then weights this result by the fraction of total items that have known values for $A$. Let $X_A$ be the data subset of $X$ that has known values for attribute $A$.

$$\Delta F_{\text{infoGain}}(S) = \frac{|X_A|}{|X|} \left( H_{X_A}(Y) - H_{X_A}(Y|S) \right). \quad (4.19)$$

Additionally, $\text{splitInfo}(S)$, the denominator in C4.5’s Gain Ratio, is adjusted so that the set of items with unknown values is considered a separate partition. If $S$ previously made a $k$-way split, $\text{splitInfo}(S)$ is computed as though it were a $(k+1)$-way split.

To partitioning the training set, C4.5 spreads the items with unknown values according to the same distribution ratios as the items with known attribute values. In the example in Figure 4.3, we have 25 items. Twenty of them have known colors and are partitioned as in Figure 4.3(a). The 5 remaining items are distributed in the same proportions as shown in Figure 4.3(b). This generates fractional training items. In subsequent tree levels, we may make fractions of fractions. We now have a probabilistic tree.

If such a node is encountered while classifying unlabeled items, then all children are selected, not just one, and the probabilities are noted. The prediction process will end at several leaf nodes, which collectively describe a probability distribution. The class with the highest probability can be used for the prediction.

### 4.3.5 Other Issues: Windowing and Multivariate Criteria

To conclude our case studies, we take a look at a few notable features that distinguish C4.5 and CART.

Windowing in C4.5: Windowing is the name that Quinlan uses for a sampling technique that was originally intended to speed up C4.5’s tree induction process. In short, a small sample, the window, of the training set is used to construct an initial decision tree. The initial tree is tested using the remaining training data. A portion of the misclassified items are added to the window, a new tree is inducted, and the non-window training data are again used for testing. This process is repeated until the decision tree’s error rate falls below a target threshold or the error rate converges to a constant level.

In early versions, the initial window was selected uniformly randomly. By the time of this 1993 book, Quinlan had discovered that selecting the window so that the different class values were represented about equally yielded better results. Also by that time, computer memory size and processor...
speeds had improved enough so that the multiple rounds with windowed data were not always faster than a single round with all the data. However, it was discovered that the multiple rounds improve classification accuracy. This is logical, since the windowing algorithm is a form of boosting.

**Multivariate Rules in CART:** Breiman et al. investigated the use of multivariate splitting criteria, decision rules that are a function of more than one variable. They considered three different forms: linear combinations, Boolean combinations, and ad hoc combinations. CART considers combining only numerical attributes. For this discussion, assume \( \Lambda = (A_1, \ldots, A_d) \) are all numerical. In the univariate case, for \( A_i \), we search the \( |A_i| - 1 \) possible split points for the one that yields the maximal value of \( C \). Using a geometric analogy, if \( d = 3 \), we have a 3-dimensional data space. A univariable rule, such as \( x_i < C \), defines a half-space that is orthogonal to one of the axes. However, if we lift the restriction that the plane is orthogonal to an axis, then we have the more general half-space \( \sum_i c_i x_i < C \). Note that a coefficient \( c_i \) can be positive or negative. Thus, to find the best multivariable split, we want to find the values of \( C \) and \( c = (c_1, \ldots, c_d) \), normalized to \( \sum_i c_i^2 = 1 \), such that \( \Delta F \) is optimized. This is clearly an expensive search. There are many search heuristics that could accelerate the search, but they cannot guarantee to find the globally best rule. If a rule using all \( d \) different attributes is found, it is likely that some of the attributes will not contribute much. The weakest coefficients can be pruned out.

CART also offers to search for Boolean combinations of rules. It is limited to rules containing only conjunction or disjunction. If \( S_i \) is a rule on attribute \( A_i \), then candidate rules have the form \( S = S_1 \wedge S_2 \wedge \cdots \wedge S_d \) or \( S = S_1 \vee S_2 \vee \cdots \vee S_d \). A series of conjunctions is equivalent to walking down a branch of the tree. A series of disjunctions is equivalent to merging children. Unlike linear combinations of rules that offer possible splits that are unavailable with univariate splits, Boolean combinations do not offer a new capability. They simply compress what would otherwise be a large, bushy decision tree.

The ad hoc combination is a manual pre-processing to generate new attributes. Rather than a specific computational technique, this is an acknowledgment that the given attributes might not have good linear correlation with the class variable, but that humans sometimes can study a small dataset and have helpful intuitions. We might see that a new intermediate function, say the log or square of any existing parameter, might fit better.

None of these features have been aggressively adapted in modern decision trees. In the end, a standard univariate decision tree induction algorithm can always create a tree to classify a training set. The tree might not be as compact or as accurate on new data as we would like, but more often than not, the results are competitive with those of other classification techniques.

### 4.4 Scalable Decision Tree Construction

The basic decision tree algorithms, such as C4.5 and CART, work well when the dataset can fit into main memory. However, as datasets tend to grow faster than computer memory, decision trees often need to be constructed over disk-resident datasets. There are two major challenges in scaling a decision tree construction algorithm to support large datasets. The first is the very large number of candidate splitting conditions associated with numerical attributes. The second is the recursive nature of the algorithm. For the computer hardware to work efficiently, the data for each node should be stored in sequential blocks. However, each node split conceptually regroups the data. To maintain disk and memory efficiency, we must either relocate the data after every split or maintain special data structures.
One of the first decision tree construction methods for disk-resident datasets was SLIQ [53]. To find splitting points for a numerical attribute, SLIQ requires separation of the input dataset into attribute lists and sorting of attribute lists associated with a numerical attribute. An attribute list in SLIQ has a record-id and attribute value for each training record. To be able to determine the records associated with a non-root node, a data-structure called a class list is also maintained. For each training record, the class list stores the class label and a pointer to the current node in the tree. The need for maintaining the class list limits the scalability of this algorithm. Because the class list is accessed randomly and frequently, it must be maintained in main memory. Moreover, in parallelizing the algorithm, it needs to be either replicated, or a high communication overhead is incurred.

A somewhat related approach is SPRINT [69]. SPRINT also requires separation of the dataset into class labels and sorting of attribute lists associated with numerical attributes. The attribute lists in SPRINT store the class label for the record, as well as the record-id and attribute value. SPRINT does not require a class list data structure. However, the attribute lists must be partitioned and written back when a node is partitioned. Thus, there may be a significant overhead for rewriting a disk-resident data set. Efforts have been made to reduce the memory and I/O requirements of SPRINT [41, 72]. However, they do not guarantee the same precision from the resulting decision tree, and do not eliminate the need for writing-back the datasets.

In 1998, Gehrke proposed RainForest [31], a general framework for scaling decision tree construction. It can be used with any splitting criteria. We provide a brief overview below.

4.4.1 RainForest-Based Approach

RainForest scales decision tree construction to larger datasets, while also effectively exploiting the available main memory. This is done by isolating an AVC (Attribute-Value, Classlabel) set for a given attribute and node being processed. An AVC set for an attribute simply records the number of occurrences of each class label for each distinct value the attribute can take. The size of the AVC set for a given node and attribute is proportional to the product of the number of distinct values of the attribute and the number of distinct class labels. The AVC set can be constructed by taking one pass through the training records associated with the node.

Each node has an AVC group, which is the collection of AVC sets for all attributes. The key observation is that though an AVC group does not contain sufficient information to reconstruct the training dataset, it contains all the necessary information for selecting the node’s splitting criterion. One can expect the AVC group for a node to easily fit in main memory, though the RainForest framework includes algorithms that do not require this. The algorithm initiates by reading the training dataset once and constructing the AVC group of the root node. Then, the criteria for splitting the root node is selected.

The original RainForest proposal includes a number of algorithms within the RainForest framework to split decision tree nodes at lower levels. In the RF-read algorithm, the dataset is never partitioned. The algorithm progresses level by level. In the first step, the AVC group for the root node is built and a splitting criterion is selected. At any of the lower levels, all nodes at that level are processed in a single pass if the AVC group for all the nodes fit in main memory. If not, multiple passes over the input dataset are made to split nodes at the same level of the tree. Because the training dataset is not partitioned, this can mean reading each record multiple times for one level of the tree.

Another algorithm, RF-write, partitions and rewrites the dataset after each pass. The algorithm RF-hybrid combines the previous two algorithms. Overall, RF-read and RF-hybrid algorithms are able to exploit the available main memory to speed up computations, but without requiring the dataset to be main memory resident.

Figure 4.4(a) and 4.4(b) show the AVC tables for our Contact Lens dataset from Table 4.1. The Age table is largest because it is a numeric attribute with several values. The other three tables are small because their attributes have only two possible values.
4.4.2 SPIES Approach

In [39], a new approach, referred to as SPIES (Statistical Pruning of Intervals for Enhanced Scalability), is developed to make decision tree construction more memory and communication efficient. The algorithm is presented in the procedure SPIES-Classifier (Figure 4.2). The SPIES method is based on AVC groups, like the RainForest approach. The key difference is in how the numerical attributes are handled. In SPIES, the AVC group for a node is comprised of three subgroups:

Small AVC group: This is primarily comprised of AVC sets for all categorical attributes. Since the number of distinct elements for a categorical attribute is usually not very large, the size of these AVC sets is small. In addition, SPIES also adds the AVC sets for numerical attributes that only have a small number of distinct elements. These are built and treated in the same fashion as in the RainForest approach.

Concise AVC group: The range of numerical attributes that have a large number of distinct elements in the dataset is divided into intervals. The number of intervals and how the intervals are constructed are important parameters to the algorithm. The original SPIES implementation uses equal-width intervals. The concise AVC group records the class histogram (i.e., the frequency of occurrence of each class) for each interval.

Partial AVC group: Based upon the concise AVC group, the algorithm computes a subset of the values in the range of the numerical attributes that are likely to contain the split point. The partial AVC group stores the class histogram for the points in the range of a numerical attribute that has been determined to be a candidate for being the split condition.

SPIES uses two passes to efficiently construct the above AVC groups. The first pass is a quick Sampling Step. Here, a sample from the dataset is used to estimate small AVC groups and concise
Algorithm 4.2 SPIES-Classifier

1: function SPIES-CLASSIFIER(Level \( L \), Dataset \( X \))
2:     for Node \( v \) ∈ Level \( L \) do
3:         \{ *Sampling Step* \}
4:             Sample \( S \leftarrow \text{Sampling}(X) \);
5:             Build_Small_AVCGroup(\( S \));
6:             Build_Concise_AVCGroup(\( S \));
7:             \( g' \leftarrow \text{Find_Best_Gain}(\text{AVCGroup}) \);
8:             Partial_AVCGroup ← Pruning(\( g' \), Concise_AVCGroup);

\{ *Completion Step* \}
9:     Build_Small_AVCGroup(\( X \));
10:    Build_Concise_AVCGroup(\( X \));
11:    Build_Partial_AVCGroup(\( X \));
12:    \( g \leftarrow \text{Find_Best_Gain}(\text{AVCGroup}) \);
13:    if False_Pruning(\( g \), Concise_AVCGroup) \{ *Additional Step* \}
14:        Partial_AVCGroup ← Pruning(\( g \), Concise_AVCGroup);
15:    Build_Partial_AVCGroup(\( X \));
16:    \( g \leftarrow \text{Find_Best_Gain}(\text{AVCGroup}) \);
17:    if not satisfy_stop_condition(\( v \))
18:        Split_Node(\( v \));
19:     end for
20: end function

Then, using \( g' \), the intervals that do not appear likely to include the split point will be pruned. The second pass is the Completion Step. Here, the entire dataset is used to construct complete versions of the three AVC subgroups. The partial AVC groups will record the class histogram for all of the points in the unpruned intervals.

After that, the best gain \( g \) from these AVC groups can be obtained. Because the pruning is based upon only an estimate of small and concise AVC groups, false pruning may occur. However, false pruning can be detected using the updated values of small and concise AVC groups during the completion step. If false pruning has occurred, SPIES can make another pass on the data to construct partial AVC groups for points in falsely pruned intervals. The experimental evaluation shows SPIES significantly reduces the memory requirements, typically by 85% to 95%, and that false pruning rarely happens.

In Figure 4.4(c), we show the concise AVC set for the Age attribute, assuming 10-year ranges. The table size depends on the selected range size. Compare its size to the RainForest AVC in Figure 4.4(a). For discrete attributes and numerical attributes with small distinct values, RainForest and SPIES generate the same small AVC tables, as in Figure 4.4(b).

Other scalable decision tree construction algorithms have been developed over the years; the representatives include BOAT [30] and CLOUDS [2]. BOAT uses a statistical technique called bootstrapping to reduce decision tree construction to as few as two passes over the entire dataset. In addition, BOAT can handle insertions and deletions of the data. CLOUDS is another algorithm that uses intervals to speed up processing of numerical attributes [2]. However, CLOUDS’ method does not guarantee the same level of accuracy as one would achieve by considering all possible numerical splitting points (though in their experiments, the difference is usually small). Further, CLOUDS always requires two scans over the dataset for partitioning the nodes at one level of
the tree. More recently, SURPASS [47] makes use of linear discriminants during the recursive partitioning process. The summary statistics (like AVC tables) are obtained incrementally. Rather than using summary statistics, [74] samples the training data, with confidence levels determined by PAC learning theory.

4.4.3 Parallel Decision Tree Construction

Several studies have sought to further speed up the decision tree construction using parallel machines. One of the first such studies is by Zaki et al. [88], who develop a shared memory parallelization of the SPRINT algorithm on disk-resident datasets. In parallelizing SPRINT, each attribute list is assigned to a separate processor. Also, Narlikar has used a fine-grained threaded library for parallelizing a decision tree algorithm [57], but the work is limited to memory-resident datasets. A shared memory parallelization has been proposed for the RF-read algorithm [38].

The SPIES approach has been parallelized [39] using a middleware system, FREERIDE (Framework for Rapid Implementation of Datamining Engines) [36, 37], which supports both distributed and shared memory parallelization on disk-resident datasets. FREERIDE was developed in early 2000 and can be considered an early prototype of the popular MapReduce/Hadoop system [16]. It is based on the observation that a number of popular data mining algorithms share a relatively similar structure. Their common processing structure is essentially that of generalized reductions. During each phase of the algorithm, the computation involves reading the data instances in an arbitrary order, processing each data instance (similar to Map in MapReduce), and updating elements of a Reduction object using associative and commutative operators (similar to Reduce in MapReduce).

In a distributed memory setting, such algorithms can be parallelized by dividing the data items among the processors and replicating the reduction object. Each node can process the data items in its own to perform a local reduction. After local reduction on all processors, a global reduction is performed. In a shared memory setting, parallelization can be done by assigning different data items to different threads. The main challenge in maintaining the correctness is avoiding race conditions when different threads may be trying to update the same element of the reduction object. FREERIDE has provided a number of techniques for avoiding such race conditions, particularly focusing on the memory hierarchy impact of the use of locking. However, if the size of the reduction object is relatively small, race conditions can be avoided by simply replicating the reduction object.

The key observation in parallelizing the SPIES-based algorithm is that construction of each type of AVC group, i.e., small, concise, and partial, essentially involves a reduction operation. Each data item is read, and the class histograms for appropriate AVC sets are updated. The order in which the data items are read and processed does not impact the final value of AVC groups. Moreover, if separate copies of the AVC groups are initialized and updated by processing different portions of the data set, a final copy can be created by simply adding the corresponding values from the class histograms. Therefore, this algorithm can be easily parallelized using the FREERIDE middleware system.

More recently, a general strategy was proposed in [11] to transform centralized algorithms into algorithms for learning from distributed data. Decision tree induction is demonstrated as an example, and the resulting decision tree learned from distributed data sets is identical to that obtained in the centralized setting. In [4] a distributed hierarchical decision tree algorithm is proposed for a group of computers, each having its own local data set. Similarly, this distributed algorithm induces the same decision tree that would come from a sequential algorithm with full data on each computer. Two univariate decision tree algorithms, C4.5 and univariate linear discriminant tree, are parallelized in [87] in three ways: feature-based, node-based, and data-based. Fisher’s linear discriminant function is the basis for a method to generate a multivariate decision tree from distributed data [59]. In [61] MapReduce is employed for massively parallel learning of tree ensembles. Ye et al. [86] take
4.5 Incremental Decision Tree Induction

Non-incremental decision tree learning methods assume that the training items can be accommodated simultaneously in the main memory or disk. This assumption grievously limits the power of decision trees when dealing with the following situations: 1) training data sets are too large to fit into the main memory or disk, 2) the entire training data sets are not available at the time the tree is learned, and 3) the underlying distribution of training data sets is changed. Therefore, incremental decision tree learning methods have received much attention from the very beginning [68]. In this section, we examine the techniques for learning decision tree incrementally, especially in a streaming data setting.

Streaming data, represented by an endless sequence of data items, often arrive at high rates. Unlike traditional data available for batch (or off-line) processing, the labeled and unlabeled items are mixed together in the stream as shown in Figure 4.5.

In Figure 4.5, the shaded blocks are labeled records. We can see that labeled items can arrive unexpectedly. Therefore, this situation proposes new requirements for learning algorithms from streaming data, such as iterative, single pass, any-time learning [23].

To learn decision trees from streaming data, there are two main strategies: a greedy approach [14, 68, 78–80] and a statistical approach [19, 33]. In this section, we introduce both approaches, which are illustrated by two famous families of decision trees, respectively: ID3 and VFDT.

4.5.1 ID3 Family

Incremental induction has been discussed almost from the start. Schlimmer [68] considers incremental concept induction in general, and develops an incremental algorithm named ID4 with a modification of Quinlan’s top-down ID3 as a case study. The basic idea of ID4 is listed in Algorithm 4.3.

In Algorithm 4.3, $A_v$ stands for all the attributes contained in tree node $v$, and $A^*_v$ for the attribute with the lowest E-score. Meanwhile count $n_{ijy}(v)$ records the number of records observed by node $v$ having value $x_{ij}$ for attribute $A_i$ and being in class $y$. In [68], the authors only consider positive and negative classes. That means $|Y| = 2$. $v_r$ stands for the immediate child of $v$ containing item $r$.

Here, the E-score is the result of computing Quinlan’s expected information function $E$ of an attribute at any node. Specifically, at node $v$,

- $n^p$: # positive records;
- $n^n$: # negative records;
- $n^p_{ij}$: # positive records with value $x_{ij}$ for attribute $A_i$;
- $n^n_{ij}$: # negative records with value $x_{ij}$ for attribute $A_i$;
Algorithm 4.3 ID4(v, r)

Input: \( v \): current decision tree node;
Input: \( r \): data record \( r = \langle x, y \rangle \);
1: for each \( A_i \in A_v \), where \( A_v \subseteq A \) do
2: \hspace{1em} Increment count \( n_{ijy}(v) \) of class \( y \) for \( A_i \);
end for
3: if all items observed by \( v \) are from class \( y \) then
4: \hspace{1em} return;
else
7: if \( v \) is a leaf node then
8: \hspace{1em} Change \( v \) to be an internal node;
9: \hspace{1em} Update \( A^*_v \) with lowest E-score;
else if \( A^*_v \) does not have the lowest E-score then
10: \hspace{1em} Remove all children \( \text{Child}(v) \) of \( v \);
11: \hspace{1em} Update \( A^*_v \);
end if
14: if \( \text{Child}(v) = \emptyset \) then
15: \hspace{1em} Generate the set \( \text{Child}(v) \) for all values of attribute \( A^*_v \);
end if
17: ID4(v, r);
end if

Then

\[
E(A_i) = \frac{1}{|A_i|} \sum_{j=1}^{p} \left( \frac{n_i^p}{n_p^p + n_i^n} I(n_{ijy}, n_{ij}) \right),
\]

with

\[
I(x, y) = \begin{cases} 
0 & \text{if } x = 0 \text{ or } y = 0 \\
-\frac{x}{x+y} \log \frac{x}{x+y} - \frac{y}{x+y} \log \frac{y}{x+y} & \text{otherwise}
\end{cases}
\]

In Algorithm 4.3, we can see that whenever an erroneous splitting attribute is found at \( v \) (Line 10), ID4 simply removes all the subtrees rooted at \( v \)'s immediate children (Line 11), and computes the correct splitting attribute \( A^*_v \) (Line 12).

Clearly ID4 is not efficient because it removes the entire subtree when a new \( A^*_v \) is found, and this situation could render certain concepts unlearnable by ID4, which could be induced by ID3. Utgoff introduced two improved algorithms: ID5 [77] and ID5R [78]. In particular, ID5R guarantees it will produce the same decision tree that ID3 would have if presented with the same training items.

In Algorithm 4.4, when a splitting test is needed at node \( v \), an arbitrary attribute \( A_o \in A_v \) is chosen; further, according to counts \( n_{ijy}(v) \) the optimal splitting attribute \( A^*_v \) is calculated based on E-score. If \( A^*_v \neq A_o \), the splitting attribute \( A^*_v \) is pulled up from all its subtrees (Line 10) to \( v \), and all its subtrees are recursively updated similarly (Line 11 and 13).

The fundamental difference between ID4 (Algorithm 4.3) and ID5R (Algorithm 4.4) is that when ID5R finds a wrong subtree, it restructures the subtree (Line 11 and 13) instead of discarding it and replacing it with a leaf node for the current splitting attribute. The restructuring process in Algorithm 4.4 is called the pull-up procedure. The general pull-up procedure is as follows, and illustrated in Figure 4.6. In Figure 4.6, left branches satisfy the splitting tests, and right ones do not.

1. if attribute \( A^*_v \) is already at the root, then stop;
2. otherwise,
Algorithm 4.4 ID5R($v, r$)

**Input:** $v$: the current decision tree node;
**Input:** $r$: the data record $r = (x, y)$;
1: If $v = \text{null}$, make $v$ a leaf node; return;
2: If $v$ is a leaf, and all items observed by $v$ are from class $y$; return;
3: if $v$ is a leaf node then
4: Split $v$ by choosing an arbitrary attribute;
5: end if
6: for $A_i \in A_v$, where $A_v \subseteq A$ do
7: Increment count $n_{ijy}(v)$ of class $y$ for $A_i$;
8: end for
9: if $A^*_v$ does not have the lowest E-score then
10: Update $A^*_v$, and restructure $v$;
11: Recursively reestablish $v_c \in \text{Child}(v)$ except the branch $v_r$ for $r$;
12: end if
13: Recursively update subtree $v_r$ along the branches with the value occurring in $x$;

**FIGURE 4.6:** Subtree restructuring.

(a) Recursively pull the attribute $A^*_v$ to the root of each immediate subtree of $v$. Convert any leaves to internal nodes as necessary, choosing $A^*_v$ as splitting attribute.

(b) Transpose the subtree rooted at $v$, resulting in a new subtree with $A^*_v$ at the root, and the old root attribute $A_o$ at the root of each immediate subtree of $v$.

There are several other works that fall into the ID3 family. A variation for multivariate splits appears in [81], and an improvement of this work appears in [79], which is able to handle numerical attributes. Having achieved an arguably efficient technique for incrementally restructuring a tree, Utgoff applies this technique to develop Direct Metric Tree Induction (DMTI). DMTI leverages fast tree restructuring to fashion an algorithm that can explore more options than traditional greedy top-down induction [80]. Kalles [42] speeds up ID5R by estimating the minimum number of training items for a new attribute to be selected as the splitting attribute.

### 4.5.2 VFDT Family

In the Big Data era, applications that generate vast streams of data are ever-present. Large retail chain stores like Walmart produce millions of transaction records every day or even every hour, giant telecommunication companies connect millions of calls and text messages in the world, and large banks receive millions of ATM requests throughout the world. These applications need machine learning algorithms that can learn from extremely large (probably infinite) data sets, but spend only a small time with each record. The VFDT learning system was proposed by Domingos [19] to handle this very situation.
VFDT (Very Fast Decision Tree learner) is based on the Hoeffding tree, a decision tree learning method. The intuition of the Hoeffding tree is that to find the best splitting attribute it is sufficient to consider only a small portion of the training items available at a node. To achieve this goal, the Hoeffding bound is utilized. Basically, given a real-valued random variable \( r \) having range \( R \), if we have observed \( n \) values for this random variable, and the sample mean is \( \bar{r} \), then the Hoeffding bound states that, with probability \( 1 - \delta \), the true mean of \( r \) is at least \( \bar{r} - \varepsilon \), where

\[
\varepsilon = \sqrt{\frac{R^2 \ln(1/\delta)}{2n}}.
\]  

Based on the above analysis, if at one node we find that \( \bar{F}(A_i) - \bar{F}(A_j) \geq \varepsilon \), where \( \bar{F} \) is the splitting criterion, and \( A_i \) and \( A_j \) are the two attributes with the best and second best \( \bar{F} \) respectively, then \( A_i \) is the correct choice with probability \( 1 - \delta \). Using this novel observation, the Hoeffding tree algorithm is developed (Algorithm 4.5).

**Algorithm 4.5 HoeffdingTree**

**Input:** 
- \( S \): the streaming data;
- \( A \): the set of attributes;
- \( F \): the split function;
- \( \delta \): \( 1 - \delta \) is the probability of choosing the correct attribute to split;

**Output:** 
- \( T \): decision tree

1. Let \( T \) be a tree with a single leaf \( v_1 \);
2. Let \( A_1 = A \);
3. Set counts \( n_{ijy}(v_1) = 0 \) for each \( y \in Y \), each value \( x_{ij} \) of each attribute \( A_i \in A \);
4. for each training record \( \langle x, y \rangle \) in \( S \) do
   5. Leaf \( v = classify(\langle x, y \rangle, T) \);
   6. For each \( x_{ij} \in x \): Increment count \( n_{ijy}(v) \);
   7. if \( n_{ijy}(v) \) does not satisfy any stop conditions then
      8. \( A_\ast = F(n_{ijy}(v), \delta) \);
      9. Replace \( v \) by an internal node that splits on \( A_\ast \);
      10. for each child \( v_m \) of \( v \) do
         11. \( A_m = A_v \setminus \{A_\ast\} \);
         12. Initialize \( n_{ijy}(v_m) \);
      13. end for
   8. end if
14. end for
15. return \( T \);

In Algorithm 4.5, the \( n_{ijy} \) counts are sufficient to calculate \( F \). Initially decision tree \( T \) only contains a leaf node \( v_1 \) (Line 1), and \( v_1 \) is labeled by predicting the most frequent class. For each item \( \langle x, y \rangle \), it is first classified into a leaf node \( v \) through \( T \) (Line 5). If the items in \( v \) are from more than one class, then \( v \) is split according to the Hoeffding bound (Line 8). The key property of the Hoeffding tree is that under realistic assumptions (see [19] for details), it is possible to guarantee that the generated tree is asymptotically close to the one produced by a batch learner.

When dealing with streaming data, one practical problem that needs considerable attention is concept drift, which does not satisfy the assumption of VFDT: that the sequential data is a random sample drawn from a stationary distribution. For example, the behavior of customers of online shopping may change from weekdays to weekends, from season to season. CVFDT [33] has been developed to deal with concept drift.

CVFDT utilizes two strategies: a sliding window \( W \) of training items, and alternate subtrees \( ALT(v) \) for each internal node \( v \). The decision tree records the statistics for the \( |W| \) most recent
unique training items. More specifically, instead of learning a new model from scratch when a new training item \((x, y)\) comes, CVFDT increments the sufficient statistics \(n_{ijy}\) at corresponding nodes for the new item and decrements the counts for the oldest records \((x_0, y_0)\) in the window. Periodically, CVFDT reevaluates the classification quality and replaces a subtree with one of the alternate subtrees if needed.

### Algorithm 4.6 CVFDT(S, A, F, δ, w, f)

**Input:**
- \(S\): the streaming data;
- \(A\): the set of attributes;
- \(F\): the split function;
- \(δ\): \(1 – δ\) is the probability of choosing the correct attribute to split;
- \(w\): the size of window;
- \(f\): # training records between checks for drift;

**Output:**
- \(T\): decision tree;

1. let \(T\) be a tree with a single leaf \(v_1\);
2. let \(ALT(v_1)\) be an initially empty set of alternate trees for \(v_1\);
3. let \(A_1 = A\);
4. Set count \(n_{ijy}(v_1) = 0\) for each \(y \in Y\) and each value \(x_{ij}\) for \(A_i \in A\);
5. Set record window \(W = \emptyset\);
6. for each training record \((x, y)\) in \(S\) do
7. \(L = classify(⟨x, y⟩, T)\), where \(L\) contains all nodes that \((x, y)\) passes through using \(T\) and all trees in \(ALT\);
8. \(W = W \cup \{(x, y)\}\);
9. if \(|W| > w\) then
10. let \((x_0, y_0)\) be the oldest element of \(W\);
11. ForgetExample\((T, ALT, ⟨x_0, y_0⟩)\);
12. let \(W = W \setminus \{(x_0, y_0)\}\);
13. end if
14. CVFDTGrow\((T, L, ⟨x, y⟩, δ)\);
15. if there have been \(f\) examples since the last checking of alternate trees
16. CheckSplitValidity\((T, δ)\);
17. end for
18. return \(T\);

An outline of CVFDT is shown in Algorithm 4.6. When a new record \((x, y)\) is received, we classify it according to the current tree. We record in a structure \(L\) every node in the tree \(T\) and in the alternate subtrees \(ALT\) that are encountered by \((x, y)\) (Line 7). Lines 8 to 14 keep the sliding window up to date. If the tree’s number of data items has now exceeded the maximum window size (Line 9), we remove the oldest data item from the statistics (Line 11) and from \(W\) (Line 12). \(ForgetExample\) traverses the decision tree and decrements the corresponding counts \(n_{ijy}\) for \((x_0, y_0)\) in any node of \(T\) or \(ALT\). We then add \((x, y)\) to the tree, increasing \(n_{ijy}\) statistics according to \(L\) (Line 14). Finally, once every \(f\) items, we invoke Procedure \(CheckSplitValidity\), which scans \(T\) and \(ALT\) looking for better splitting attributes for each internal node. It revises \(T\) and \(ALT\) as necessary.

Of course, more recent works can be found following this family. Both VFDT and CVFDT only consider discrete attributes; the VFDTc [26] system extends VFDT in two major directions: 1) VFDTc is equipped with the ability to deal with numerical attributes; and 2) a naïve Bayesian classifier is utilized in each leaf. Jin [40] presents a numerical interval pruning (NIP) approach to efficiently handle numerical attributes, and speeds up the algorithm by reducing the sample size. Further, Bifet [6] proposes a more efficient decision tree learning method than [26] by replacing naïve Bayes with perceptron classifiers, while maintaining competitive accuracy. Hashemi [32] de-
develops a flexible decision tree (FlexDT) based on fuzzy logic to deal with noise and missing values in streaming data. Liang [48] builds a decision tree for uncertain streaming data.

Notice that there are some general works on handling concept drifting for streaming data. Gama [27, 28] detects drifts by tracing the classification errors for the training items based on PAC framework.

4.5.3 Ensemble Method for Streaming Data

An ensemble classifier is a collection of several base classifiers combined together for greater prediction accuracy. There are two well-known ensemble learning approaches: Bagging and Boosting.

Online bagging and boosting algorithms are introduced in [60]. They rely on the following observation: The probability for each base model to contain each of the original training items \( k \) times follows the binomial distribution. As the number of training items goes to infinity, \( k \) follows the Possion(1) distribution, and this assumption is suitable for streaming data.

In [73], Street et al. propose an ensemble method to read training items sequentially as blocks. When a new training block \( D \) comes, a new classifier \( C_i \) is learned, and \( C_i \) will be evaluated by the next training block. If the ensemble committee \( E \) is not full, \( C_i \) is inserted into \( E \); otherwise, \( C_i \) could replace some member classifier \( C_j \) in \( E \) if the quality of \( C_i \) is better than that of \( C_j \). However, both [73] and [60] fail to explicitly take into consideration the concept drift problem.

Based on Tumer’s work [76], Wang et al. [84] prove that ensemble classifier \( E \) produces a smaller error than a single classifier \( G \in E \), if all the classifiers in \( E \) have weights based on their expected classification accuracy on the test data. Accordingly they propose a new ensemble classification method that handles concept drift as follows: When a new chunk \( D \) of training items arrives, not only is a new classifier \( C \) trained, but also the weights of the previously trained classifiers are recomputed.

They propose the following training method for classifiers on streaming chunks of data, shown in Algorithm 4.7.

**Algorithm 4.7 EnsembleTraining**

\[
\text{Algorithm 4.7 EnsembleTraining}(S, K, C)
\]

- \textbf{Input:} \( S \): a new chunk of data;
- \textbf{Input:} \( K \): the number of classifiers;
- \textbf{Input:} \( C \): the set of previously trained classifiers;

1. Train a new classifier \( C' \) based on \( S \);
2. Compute the weight \( w'_i \) for \( C' \);
3. \textbf{for} each \( C_i \in C \) \textbf{do}
   4. Recompute the weight \( w_i \) for \( C_i \) based on \( S \);
5. \textbf{end for}
6. \( C \leftarrow \) top \( K \) weighted classifiers from \( C \cup \{C'\} \);

In Algorithm 4.7, we can see that when a new chunk \( S \) arrives, not only a new classifier \( C' \) is trained, but also the weights of the previous trained classifiers are recomputed in this way to handle the concept drifting.

Kolter et al. [45] propose another ensemble classifier to detect concept drift in streaming data. Similar to [84], their method dynamically adjusts the weight of each base classifier according to its accuracy. In contrast, their method has a weight parameter threshold to remove bad classifiers and trains a new classifier for the new item if the existing ensemble classifier fails to identify the correct class.

Fan [21] notices that the previous works did not answer the following questions: When would the old data help detect concept drift and which old data would help? To answer these questions, the
author develops a method to sift the old data and proposes a simple cross-validation decision tree ensemble method.

Gama [29] extends the Hoeffding-based Ultra Fast Forest of Trees (UFFT) [25] system to handle concept drifting in streaming data. In a similar vein, Abulsalam [1] extends the random forests ensemble method to run in amortized $O(1)$ time, handles concept drift, and judges whether a sufficient quantity of labeled data has been received to make reasonable predictions. This algorithm also handles multiple class values. Bifet [7] provides a new experimental framework for detecting concept drift and two new variants of bagging methods: ADWIN Bagging and Adaptive-Size Hoeffding Tree (ASHT). In [5], Bifet et al. combine Hoeffding trees using stacking to classify streaming data, in which each Hoeffding tree is built using a subset of item attributes, and ADWIN is utilized both for the perceptron meta-classifier for resetting learning rate and for the ensemble members to detect concept drifting.

4.6 Summary

Compared to other classification methods [46], the following stand out as advantages of decision trees:

- Easy to interpret. A small decision tree can be visualized, used, and understood by a layperson.
- Handling both numerical and categorical attributes. Classification methods that rely on weights or distances (neural networks, k-nearest neighbor, and support vector machines) do not directly handle categorical data.
- Fast. Training time is competitive with other classification methods.
- Tolerant of missing values and irrelevant attributes.
- Can learn incrementally.

The shortcomings tend to be less obvious and require a little more explanation. The following are some weaknesses of decision trees:

- Not well-suited for multivariate partitions. Support vector machines and neural networks are particularly good at making discriminations based on a weighted sum of all the attributes. However, this very feature makes them harder to interpret.
- Not sensitive to relative spacing of numerical values. Earlier, we cited decision trees’ ability to work with either categorical or numerical data as an advantage. However, most split criteria do not use the numerical values directly to measure a split’s goodness. Instead, they use the values to sort the items, which produces an ordered sequence. The ordering then determines the candidate splits; a set of $n$ ordered items has $n - 1$ splits.
- Greedy approach may focus too strongly on the training data, leading to overfit.
- Sensitivity of induction time to data diversity. To determine the next split, decision tree induction needs to compare every possible split. As the number of different attribute values increases, so does the number of possible splits.
Despite some shortcomings, the decision tree continues to be an attractive choice among classification methods. Improvements continue to be made: more accurate and robust split criteria, ensemble methods for even greater accuracy, incremental methods that handle streaming data and concept drift, and scalability features to handle larger and distributed datasets. A simple concept that began well before the invention of the computer, the decision tree remains a valuable tool in the machine learning toolkit.
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### 5.1 Introduction

Classification is an important problem in machine learning and data mining. It has been widely applied in many real-world applications. Traditionally, to build a classifier, a user first needs to collect a set of training examples/instances that are labeled with predefined classes. A classification algorithm is then applied to the training data to build a classifier that is subsequently employed
to assign the predefined classes to test instances (for evaluation) or future instances (for application) [1].

In the past three decades, many classification techniques, such as Support Vector Machines (SVM) [2], Neural Network (NN) [3], Rule Learning [9], Naïve Bayesian (NB) [5], K-Nearest Neighbour (KNN) [6], and Decision Tree [4], have been proposed. In this chapter, we focus on rule learning, also called rule-based classification. Rule learning is valuable due to the following advantages.

1. Rules are very natural for knowledge representation, as people can understand and interpret them easily.

2. Classification results are easy to explain. Based on a rule database and input data from the user, we can explain which rule or set of rules is used to infer the class label so that the user is clear about the logic behind the inference.

3. Rule-based classification models can be easily enhanced and complemented by adding new rules from domain experts based on their domain knowledge. This has been successfully implemented in many expert systems.

4. Once rules are learned and stored into a rule database, we can subsequently use them to classify new instances rapidly through building index structures for rules and searching for relevant rules efficiently.

5. Rule based classification systems are competitive with other classification algorithms and in many cases are even better than them.

Now, let us have more detailed discussions about rules. Clearly, rules can represent information or knowledge in a very simple and effective way. They provide a very good data model that human beings can understand very well. Rules are represented in the logic form as IF-THEN statements, e.g., a commonly used rule can be expressed as follows:

**IF condition THEN conclusion.**

where the IF part is called the “antecedent” or “condition” and the THEN part is called the “consequent” or “conclusion.” It basically means that if the condition of the rule is satisfied, we can infer or deduct the conclusion. As such, we can also write the rule in the following format, namely, condition → conclusion. The condition typically consists of one or more feature tests (e.g., feature_1 > value_2, feature_3 = value_3) connected using logic operators (i.e., “and”, “or”, “not”). For example, we can have a rule like: If sex="female" and (35 < age < 45) and (salary="high" or creditlimit="high"), then potential_customer =“yes”. In the context of classification, the conclusion can be the class label, e.g., “yes” (potential_customer ="yes") or “no” (potential_customer ="no"). In other words, a rule can be used for classification if its “consequent” will be one of those predefined classes and its “antecedent” or “precondition” contains conditions of various features and their corresponding values.

Many machine learning and data mining techniques have been proposed to automatically learn rules from data. In computer science domain, rule-based systems have been extensively used as an effective way to store knowledge and to do logic inference. Furthermore, based on the given inputs and the rule database, we can manipulate the stored knowledge for interpreting the generated outputs as well as for decision making. Particularly, rules and rule based classification systems have been widely applied in various expert systems, such as fault diagnosis for aerospace and manufacturing, medical diagnosis, highly interactive or conversational Q&A systems, mortgage expert systems, etc.

In this chapter, we will introduce some representative techniques for rule-based classification, which includes two key components, namely 1) rule induction, which learns rules from a given
training database/set automatically; and 2) classification, which makes use of the learned rule set for classification. Particularly, we will study two popular rule-based classification approaches: (1) rule induction and (2) classification based on association rule mining.

1. Rule induction. Many rule induction/learning algorithms, such as [9], [10], [11], [12], [13], [14], have adopted the sequential covering strategy, whose basic idea is to learn a list of rules from the training data sequentially, or one by one. That is, once a new rule has been learned, it will remove the corresponding training examples that it covers, i.e., remove those training examples that satisfy the rule antecedent. This learning process, i.e., learn a new rule and remove its covered training data, is repeated until rules can cover the whole training data or no new rule can be learned from the remaining training data.

2. Classification based on association rule mining. Association rule mining [16], is perhaps the most important model invented by data mining researchers. Many efficient algorithms have been proposed to detect association rules from large amounts of data. One special type of association rules is called class association rules (CARs). The consequent of a CAR must be a class label, which makes it attractive for classification purposes. We will describe Classification Based on Associations (CBA) — the first system that uses association rules for classification [30], as well as a number of more recent algorithms that perform classification based on mining and applying association rules.

5.2 Rule Induction

The process of learning rules from data directly is called rule induction or rule learning. Most rule induction systems have utilized a learning strategy that is described as sequential covering. A rule-based classifier built with this strategy typically consists of a list of discovered rules, which is also called a decision list [8]. Note in the decision list, the ordering of the rules is very important since it decides which rule should be first used for classification.

The basic idea of sequential covering is to learn a list of rules sequentially, one at a time, to cover the whole training data. A rule covering a data instance (either training or test instance), means that the instance satisfies the conditions of the rule. As such, covering the whole training data simply means every training instance in the training data satisfies the conditions of at least one rule in the decision list — it is possible that one training/test instance satisfies multiple rules and typically each rule can cover multiple instances. A key learning step using the sequential covering strategy is as follows: after each rule is learned, the training examples covered by the rule are removed from the training data and only the remaining training data are used to learn subsequent rules. These key learning steps are performed repeatedly until the remaining training set becomes empty or no new rule can be learned from the training data.

In this section, we study two specific algorithms based on the sequential covering strategy. Both of them are well-known and highly cited. The first algorithm is the CN2 induction algorithm [9] and the second algorithm is based on the ideas from RIPPER algorithm and its variations such as RIPPER [13], FOIL [10], I-REP [11], and REP [12]. Note some ideas are also taken from [14].

5.2.1 Two Algorithms for Rule Induction

We now present these two algorithms, namely CN2 and RIPPER (and its variations), in Section 5.2.1.1 and Section 5.2.1.2, respectively.
5.2.1.1 CN2 Induction Algorithm (Ordered Rules)

CN2 algorithm learns each rule without pre-fixing a class [9]. That is, in each iteration, a rule for any class may be learned. As such, rules for different classes may intermix in the final decision list \( RULE\_LIST \). As we have mentioned earlier, the ordering of rules is essential for classification, as rules are highly dependent on each other.

CN2 was designed to incorporate ideas from both the AQ algorithm [18] and the ID3 algorithm [4]. Before presenting CN2, we first introduce several basic concepts that were introduced in the AQ algorithm as well as later in CN2 algorithm. Each rule is in the form of “if \(< cover >\) then predict \(< class >\)”, where \(< cover >\) is a Boolean combination of multiple attribute tests. The basic test on an attribute is called a selector, e.g., \(< cloudy = yes >\), \(< weather = wet \lor stormy >\), and \(< Temperature \geq 25 >\). A conjunction of selectors is called a complex, e.g., \(< cloudy = yes >\) and \(< weather = wet \lor stormy >\). A disjunct of multiple complexes is called a cover.

The CN2 rule induction algorithm, which is based on ordered rules, is given below, which uses sequential covering.

**INPUT**
- Let \( E \) be a set of classified (training) examples
- Let \( SELECTORS \) be the set of all possible selectors

**CN2 Induction Algorithm CN2(\( E \))**

1. Let \( RULE\_LIST \) be the empty list; // initialize an empty rule set in the beginning
2. Repeat until \( Best\_CPX \) is nil or \( E \) is empty;
3. Let \( Best\_CPX \) be \( Find\_Best\_Complex(\( E \)) \)
4. If \( Best\_CPX \) is not nil
5. Then let \( E' \) be the examples covered by \( Best\_CPX \)
6. Remove from \( E \) the examples \( E' \) covered by \( Best\_CPX \)
7. Let \( C \) be the most common class of examples in \( E' \)
8. Add the rule “If \( Best\_CPX \) then the class is \( C \)” to the end of \( RULE\_LIST \).
9. **Output** \( RULE\_LIST \).

In this algorithm, we need two inputs, namely, \( E \) and \( SELECTORS \). \( E \) is the training data and \( SELECTORS \) is the set of all possible selectors that test each attribute and its corresponding values. Set \( RULE\_LIST \) is the decision list, storing the final output list of rules, which is initialized as to empty set in step 1. \( Best\_CPX \) records the best rule detected in each iteration. The function \( Find\_Best\_Complex(\( E \)) \) learns the \( Best\_CPX \). We will elaborate the details of this function later in Section 5.2.2. Steps 2 to 8 form a Repeat-loops which learns the best rule and refines the training data. In particular, in each Repeat-loop, once a non-empty rule is learned from the data (steps 3 and 4), all the training examples that are covered by the rule are removed from the data (steps 5 and 6). The rule discovered, consisting of the rule condition and the most common class label of the examples covered by the rule, is added at the end of \( RULE\_LIST \) (steps 7 and 8).

The stopping criteria for the Repeat-loop (from steps 2–8) can be either \( E = \emptyset \) (no training examples left for learning) or Rule \( Best\_CPX \) is nil (there is no new rule learned from the training data). After the rule learning process completes (i.e., satisfies one of the two stopping criteria), a default class \( c \) is inserted at the end of \( RULE\_LIST \). This step is performed because of the following two reasons: 1) there may still be some training examples that are not covered by any rule as no good rule can be mined from them, and 2) some test instances may not be covered by any rule in the \( RULE\_LIST \) and thus we cannot classify it if we do not have a default-class. Clearly, with this default-class, we are able to classify any test instance. The default-class is typically the majority class among all the classes in the training data, which will be used only if no rule learned from
the training data can be used to classify a test example. The final list of rules, together with the default-class, is represented as follows:

\[
<r_1, r_2, \ldots, r_k, \text{default-class}>, \quad \text{where } r_i \text{ is a rule mined from the training data.}
\]

Finally, using the list of rules for classification is rather straightforward. For a given test instance, we simply try each rule in the list sequentially, starting from \( r_1 \), then \( r_2 \) (if \( r_1 \) cannot cover the test instance), \( r_3 \) (if both \( r_1 \) and \( r_2 \) cannot cover the test instance) and so on. The class consequent of the first rule that covers this test instance is assigned as the class of the test instance. If no rule (from \( r_1, r_2, \ldots, r_k \)) applies to the test instance, the default-class is applied.

5.2.1.2 RIPPER Algorithm and Its Variations (Ordered Classes)

We now introduce the second algorithm (Ordered Classes), which is based on the RIPPER algorithm [13, 51, 71], as well as earlier variations such as FOIL [10], I-REP [11], and REP [12].

RIPPER algorithm and its variations \((D, C)\)

1. \( \text{RuleList} \leftarrow \emptyset \); // initialize RuleList as an empty rule set
2. For each class \( c \in C \) do
3. Prepare data \((\text{Pos}, \text{Neg})\), where \( \text{Pos} \) contains all the examples of class \( c \) from \( D \), and \( \text{Neg} \) contains the rest of the examples in \( D \);
4. While \( \text{Pos} \neq \emptyset \) do
5. \( \text{Rule} \leftarrow \text{learn-one-rule}(\text{Pos}, \text{Neg}, c) \)
6. If \( \text{Rule} \) is NULL then
7. exit-While-loop
8. Else \( \text{RuleList} \leftarrow \text{insert} \ \text{Rule} \) at the end of RuleList;
9. Remove examples covered by \( \text{Rule} \) from \((\text{Pos}, \text{Neg})\)
10. EndIf
11. EndWhile
12. EndFor
13. Output \( \text{RuleList} \).

Different from the CN2 algorithm that learns each rule without pre-fixing a class, RIPPLE learns all rules for each class individually. In particular, only after rule learning for one class is completed, it moves on to the next class. As such, all rules for each class appear together in the rule decision list. The sequence of rules for each individual class is not important, but the rule subsets for different classes are ordered and still important. The algorithm usually mines rules for the least frequent/minority/rare class first, then the second minority class, and so on. This process ensures that some rules are learned for rare or minority classes. Otherwise, they may be dominated by frequent or majority classes and we will end up with no rules for the minority classes. The RIPPER rule induction algorithm is shown as follows, which is also based on sequential covering:

In this algorithm, the data set \( D \) is split into two subsets, namely, \( \text{Pos} \) and \( \text{Neg} \), where \( \text{Pos} \) contains all the examples of class \( c \) from \( D \), and \( \text{Neg} \) the rest of the examples in \( D \) (see step 3), i.e., in a one-vs.-others manner. Here \( c \in C \) is the current working class of the algorithm, which is initialized as the least frequent class in the first iteration. As we can observe from the algorithm, steps 2 to 12 is a For-loop, which goes through all the classes one by one, starting from the minority class. That is why this method is called Ordered Classes, from the least frequent class to the most frequent class. For each class \( c \), we have an internal While-loop from steps 4 to 11 that includes the rule learning procedure, i.e., perform the Learn-One-Rule() function to learn a rule \( \text{Rule} \) in step
5; insert the learned Rule at the end of RuleList in step 8; remove examples covered by Rule from (Pos, Neg) in step 9. Note two stopping conditions for internal rule learning of each class c are given in step 4 and step 6, respectively — we stop the while-loop for the internal rule learning process for the class c when the Pos becomes empty or no new rule can be learned by function Learn-One-Rule(Pos, Neg, c) from the remaining training data.

The other parts of the algorithm are very similar to those of the CN2 algorithm. The Learn-One-Rule() function will be described later in Section 5.2.2.

Finally, applying the RuleList for classification is done in a similar way as for the CN2 algorithm. The only difference is that the order of all rules within each class is not important anymore since they share the same class label, which will lead to the same classification results. Since the rules are now ranked by classes, given a test example, we will try the rules for the least frequent classes first until we can find a single rule that can cover the test example to perform its classification; otherwise, we have to apply the default-class.

5.2.2 Learn One Rule in Rule Learning

In the two algorithms described above, we have not elaborated on the two important functions used by them, where the first algorithm uses Find_Best_Complex() and the second algorithm uses learn-one-rule(). In this section, we explain the overall idea of the two functions that learn a rule from all or partial training data.

First, the rule starts with an empty set of conditions. In the first iteration, only one condition will be added. In order to find a best condition to add, all possible conditions are explored, which form a set of candidate rules. A condition is an attribute-value pair in the form of $A_i \ op v$, where $A_i$ is an attribute and $v$ is a value of $A_i$. Particularly, for a discrete attribute of $v$, assuming $op$ is “=”, then a condition will become $A_i = v$. On the other hand, for a continuous attribute, $op \in \{>, \leq\}$ and the condition becomes $A_i > v$ or $A_i \leq v$. The function then evaluates all the possible candidates to detect the best one from them (all the remaining candidates are discarded). Note the best candidate condition should be the one that can be used to better distinguish different classes, e.g., through an entropy function that has been successfully used in decision tree learning [4].

Next, after the first best condition is added, it further explores adding the second condition and so on in the same manner until some stopping conditions are satisfied. Note that we have omitted the rule class here because it implies the majority class of the training data covered by the conditions. In other words, it means that when we apply the rule, the class label that we predict should be correct most of the time.

Obviously, this is a heuristic and greedy algorithm in that after a condition is added, it will not be changed or removed through backtracking [15]. Ideally, we would like to explore all possible combinations of attributes and values. However, this is not practical as the number of possibilities grows exponentially with the increased number of conditions in rules. As such, in practice, the above greedy algorithm is used to perform rule induction efficiently.

Nevertheless, instead of keeping only the best set of conditions, we can improve the function a bit by keeping $k$ best sets of conditions ($k > 1$) in each iteration. This is called the beam search ($k$ beams), which ensures that a larger space (more attribute and value combinations) is explored, which may generate better results than the standard greedy algorithm, which only keeps the best set of conditions.

Below, we present the two specific implementations of the functions, namely Find_Best_Complex() and learn-one-rule() where Find_Best_Complex() is used in the CN2 algorithm, and learn-one-rule() is used in the RIPPER algorithm and its variations.
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Find\_Best\_Complex(D)

The function Find\_Best\_Complex(D) uses beam search with k as its number of beams. The details of the function are given below.

**Function Find\_Best\_Complex(D)**

1. BestCond ← ∅; // rule with no condition.
2. candidateCondSet ← {BestCond};
3. attributeValuePairs ← the set of all attribute-value pairs in D of the form (A_i op v), where A_i is an attribute and v is a value or an interval;
4. While candidateCondSet ≠ ∅ do
5. newCandidateCondSet ← ∅;
6. For each candidate cond in candidateCondSet do
7. For each attribute-value pair a in attributeValuePairs do
8. newCond ← cond ∪ {a};
9. newCandidateCondSet ← newCandidateCondSet ∪ {newCond};
10. EndFor
11. EndFor
12. remove duplicates and inconsistencies, e.g., \{A_i = v_1, A_i = v_2\};
13. For each candidate newCond in newCandidateCondSet do
14. If evaluation(newCond, D) > evaluation(BestCond, D) then
15. BestCond ← newCond
16. EndIf
17. EndFor
18. candidateCondSet ← the k best members of newCandidateCondSet according to the results of the evaluation function;
19. EndWhile
20. If evaluation(BestCond, D) − evaluation(∅, D) > threshold then
21. Output the rule: “BestCond → c” where c is the majority class of the data covered by BestCond
22. Else Output NULL
23. EndIf

In this function, set BestCond stores the conditions of a rule to be returned. The class is omitted here as it refers to the majority class of the training data covered by BestCond. Set candidateCondSet stores the current best condition sets (which are the frontier beams) and its size is less than or equal to k. Each condition set contains a set of conditions connected by “and” (conjunction). Set newCandidateCondSet stores all the new candidate condition sets after adding each attribute-value pair (a possible condition) to every candidate in candidateCondSet (steps 5-11). Steps 13-17 update the BestCond. Note that an evaluation function is used to assess whether each new candidate condition set is better than the existing best condition set BestCond (step 14). If a new candidate condition set has been found better, it then replaces the current BestCond (step 15). Step 18 updates candidateCondSet, which selects k best condition sets (new beams).

Once the final BestCond is found, it is evaluated to check if it is significantly better than without any condition (∅) using a threshold (step 20). If yes, a rule is formed using BestCond and the most frequent (or the majority) class of the data covered by BestCond (step 21). If not, NULL is returned, indicating that no significant rule is found.
Note the evaluation() function shown below employs the entropy function, the same as in the decision tree learning, to evaluate how good the BestCond is.

**Function evaluation** (BestCond, D)

1. \( D' \leftarrow \) the subset of training examples in \( D \) covered by BestCond
2. \( \text{entropy}(D') = -\sum_{j=1}^{c} Pr(c_j) \times \log_2 Pr(c_j) \);
3. Output = \( \text{entropy}(D') \) // since entropy measures impurity.

Specifically, in the first step of the evaluation() function, it obtains an example set \( D' \) that consists of a subset of training examples in \( D \) covered by BestCond. In its second step, it calculates an entropy function \( \text{entropy}(D') \) based on the probability distribution — \( Pr(c_j) \) is the probability of class \( c_j \) in the data set \( D' \), which is defined as the number of examples of class \( c_j \) in \( D' \) divided by the total number of examples in \( D' \). In the entropy computation, 0 \( \times \log 0 = 0 \). The unit of entropy is \( \text{bit} \). We now provide some examples to help understand the entropy measure.

Assume the data set \( D' \) has only two classes, namely positive class \((c_1=+)\) and negative class \((c_2=)\). Based on the following three different combinations of probability values, we can compute their entropy values as follows:

1. The data set \( D' \) has 50% positive examples (i.e., \( Pr(P) = 0.5 \)) and 50% negative examples (i.e., \( Pr(N) = 0.5 \)). Then, \( \text{entropy}(D') = -0.5 \times \log_2 0.5 - 0.5 \times \log_2 0.5 = 1 \).
2. The data set \( D' \) has 20% positive examples (i.e., \( Pr(P) = 0.2 \)) and 80% negative examples (i.e., \( Pr(N) = 0.8 \)). Then, \( \text{entropy}(D') = -0.2 \times \log_2 0.2 - 0.8 \times \log_2 0.8 = 0.722 \).
3. The data set \( D' \) has 100% positive examples (i.e., \( Pr(P) = 1 \)) and no negative examples (i.e., \( Pr(N) = 0 \)). Then, \( \text{entropy}(D') = -1 \times \log_2 1 - 0 \times \log_2 0 = 0 \).

From the three scenarios shown above, we can observe that when the data class becomes purer and purer (e.g., all or most of the examples belong to one individual class), the entropy value becomes smaller and smaller. As a matter of fact, it can be shown that for this binary case (only has positive and negative classes), when \( Pr(P) = 0.5 \) and \( Pr(N) = 0.5 \), the entropy has the maximum value, i.e., 1 bit. When all the data in \( D' \) belong to one class, the entropy has the minimum value, i.e., 0 bit. It is clear that the entropy measures the amount of impurity according to the data class distribution. Obviously, we would like to have a rule that has a low entropy or even 0 bit, since it means that the rule will lead to one major class and we are thus more confident to apply the rule for classification.

In addition to the entropy function, other evaluation functions can also be applied. Note that when \( \text{BestCond} = \emptyset \), it covers every example in \( D \), i.e., \( D = D' \).

**Learn-One-Rule**

In the Learn-One-Rule() function, a rule is first generated and then subjected to a pruning process. This method starts by splitting the positive and negative training data \( \text{Pos} \) and \( \text{Neg} \), into growing and pruning sets. The growing sets, \( \text{GrowPos} \) and \( \text{GrowNeg} \), are used to generate a rule, called \( \text{BestRule} \). The pruning sets, \( \text{PrunePos} \) and \( \text{PruneNeg} \), are used to prune the rule because \( \text{BestRule} \) may overfit the training data with too many conditions, which could lead to poor predictive performance on the unseen test data. Note that \( \text{PrunePos} \) and \( \text{PruneNeg} \) are actually validation sets, which are used to access the rule’s generalization. If a rule has 50% error rate in the validation sets, then it does not generalize well and thus the function does not output it.
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**Function Learn-One-Rule(\(\text{Pos}, \text{Neg}, \text{class}\))**

1. split \((\text{Pos}, \text{Neg})\) into \((\text{GrowPos}, \text{GrowNeg})\), and \((\text{PrunePos}, \text{PruneNeg})\)
2. \(\text{BestRule} \leftarrow \text{GrowRule}(\text{GrowPos}, \text{GrowNeg}, \text{class})\) // grow a new rule
3. \(\text{BestRule} \leftarrow \text{PruneRule}(\text{BestRule}, \text{PrunePos}, \text{PruneNeg})\) // prune the rule
4. If the error rate of \(\text{BestRule}\) on \((\text{PrunePos}, \text{PruneNeg})\) exceeds 50% Then
5. return NULL
6. Endif
7. Output \(\text{BestRule}\)

**GrowRule() function:** GrowRule() generates a rule (called \(\text{BestRule}\)) by repeatedly adding a condition to its condition set that maximizes an evaluation function until the rule covers only some positive examples in \(\text{GrowPos}\) but no negative examples in \(\text{GrowNeg}\), i.e., 100% purity. This is basically the same as the Function \(\text{Find Best Complex}(E)\), but without beam search (i.e., only the best rule is kept in each iteration). Let the current partially developed rule be \(R\):

\[
R: av_1, ..., av_k \rightarrow \text{class}
\]

where each \(av_j\) \((j=1, 2, \ldots k)\) in rule \(R\) is a condition (an attribute-value pair). By adding a new condition \(av_{k+1}\), we obtain the rule \(R^+: av_1, ..., av_k, av_{k+1} \rightarrow \text{class}\). The evaluation function for \(R^+\) is the following information gain criterion (which is different from the gain function used in decision tree learning):

\[
gain(R, R^+) = p_1 \times \left( \log_2 \frac{p_1}{p_1 + n_1} - \log_2 \frac{p_0}{p_0 + n_0} \right)
\]  

(5.1)

where \(p_0\) (respectively, \(n_0\)) is the number of positive (or negative) examples covered by \(R\) in \(\text{Pos}\) (or \(\text{Neg}\)), and \(p_1\) (or \(n_1\)) is the number of positive (or negative) examples covered by \(R^+\) in \(\text{Pos}\) (or \(\text{Neg}\)). \(R^+\) will be better than \(R\) if \(R^+\) can cover more proportion of positive examples than \(R\). The GrowRule() function simply returns the rule \(R^+\) that maximizes the gain.

**PruneRule() function:** To prune a rule, we consider deleting every subset of conditions from the \(\text{BestRule}\), and choose the deletion that maximizes:

\[
v(\text{BestRule}, \text{PrunePos}, \text{PruneNeg}) = \frac{p - n}{p + n},
\]

(5.2)

where \(p\) (respectively \(n\)) is the number of examples in \(\text{PrunePos}\) (or \(\text{PruneNeg}\)) covered by the current rule (after a deletion).

---

### 5.3 Classification Based on Association Rule Mining

In the last section, we introduced how to mine rules through rule induction systems. In this section, we discuss Classification Based on Association Rule Mining, which makes use of the association rule mining techniques to mine association rules and subsequently to perform classification tasks by applying the discovered rules. Note that Classification Based on Association Rule Mining detects all rules in data that satisfy the user-specified minimum support (\(\text{minsup}\)) and minimum confidence (\(\text{minconf}\)) constraints while a rule induction system detects only a subset of the rules for classification. In many real-world applications, rules that are not found by a rule induction system may be of high value for enhancing the classification performance, or for other uses.
The basic idea of *Classification Based on Association Rule Mining* is to first find strong correlations or associations between the frequent itemsets and class labels based on association rule mining techniques. These rules can be subsequently used for classification for test examples. Empirical evaluations have demonstrated that classification based on association rules are competitive with the state-of-the-art classification models, such as decision trees, naive Bayes, and rule induction algorithms.

In Section 5.3.1, we will present the concepts of association rule mining and an algorithm to automatically detect rules from transaction data in an efficient way. Then, in Section 5.3.2, we will introduce mining class association rules, where the class labels or target attributes are on the right-hand side of the rules. Finally, in Section 5.3.3, we describe some techniques for performing classification based on discovered association rules.

### 5.3.1 Association Rule Mining

Association rule mining, formulated by Agrawal et al. in 1993 [16], is perhaps the most important model invented and extensively studied by the database and data mining communities. Mining association rules is a fundamental and unique data mining task. It aims to discover all co-occurrence relationships (or associations, correlations) among data items, from very large data sets in an efficient way. The discovered associations can also be very useful in data clustering, classification, regression, and many other data mining tasks.

Association rules represent an important class of regularities in data. Over the past two decades, data mining researchers have proposed many efficient association rule mining algorithms, which have been applied across a wide range of real-world application domains, including business, finance, economy, manufacturing, aerospace, biology, and medicine, etc. One interesting and successful example is Amazon book recommendation. Once association rules are detected automatically from the book purchasing history database, they can be applied to recommend those books that are relevant to users based on other people/community purchasing experiences.

The classic application of association rule mining is the market basket data analysis, aiming to determine how items purchased by customers in a supermarket (or a store/shop) are associated or co-occurring together. For example, an association rule mined from market basket data could be:

\[ \text{Bread} \rightarrow \text{Milk} \ [\text{support} = 10\%, \text{confidence} = 80\%]. \]

The rule basically means we can use *Bread* to infer *Milk* or those customers who buy *Bread* also frequently buy *Milk*. However, it should be read together with two important quality metrics, namely support and confidence. Particularly, the support of 10% for this rule means that 10% of customers buy Bread and Milk together, or 10% of all the transactions under analysis show that Bread and Milk are purchased together. In addition, a confidence of 80% means that those who buy Bread also buy Milk 80% of the time. This rule indicates that item Bread and item Milk are closely associated. Note in this rule, these two metrics are actually used to measure the rule strength, which will be defined in Section 5.3.1.1. Typically, association rules are considered interesting or useful if they satisfy two constraints, namely their support is larger than a minimum support threshold and their confidence is larger than a minimum confidence threshold. Both thresholds are typically provided by users and good thresholds may need users to investigate the mining results and vary the thresholds multiple times.

Clearly, this association rule mining model is very generic and can be used in many other applications. For example, in the context of the Web and text documents, it can be used to find word co-occurrence relationships and Web usage patterns. It can also be used to find frequent substructures such as subgraphs, subtrees, or sublattices, etc [19], as long as these substructures frequently occur together in the given dataset.
Note standard association rule mining, however, does not consider the sequence or temporal order in which the items are purchased. Sequential pattern mining takes the sequential information into consideration. An example of a sequential pattern is “5% of customers buy bed first, then mattress and then pillows”. The items are not purchased at the same time, but one after another. Such patterns are useful in Web usage mining for analyzing click streams in server logs [20].

5.3.1.1 Definitions of Association Rules, Support, and Confidence

Now we are ready to formally define the problem of mining association rules. Let \( I = \{i_1, i_2, \ldots, i_m\}\) be a set of items. In the market basket data analysis scenario, for example, set \( I \) contains all the items sold in a supermarket. Let \( T = (t_1, t_2, \ldots, t_n)\) be a set of transactions (the database), where each transaction \( t_i \) is a record, consisting of a set of items such that \( t_i \subseteq I \). In other words, a transaction is simply a set of items purchased in a basket by a customer and a transaction database includes all the transactions that record all the baskets (or the purchasing history of all customers). An association rule is an implication of the following form: \( X \rightarrow Y \), where \( X \subseteq I, Y \subseteq I, \) and \( X \cap Y = \emptyset \). \( X \) (or \( Y \)) is a set of items, called an itemset.

Let us give a concrete example of a transaction: \( t_i = \{\text{Beef, Onion, Potato}\} \), which indicates that a customer purchased three items, i.e. \( \text{Beef, Onion, and Potato} \), in his/her basket. An association rule could be in the following form:

\[ \text{Beef, Onion} \rightarrow \text{Potato}, \]

where \( \{\text{Beef, Onion}\} \) is \( X \) and \( \{\text{Potato}\} \) is \( Y \). Note brackets “{” and “}” are usually not explicitly included in both transactions and rules for simplicity.

As we mentioned before, each rule will be measured by its support and confidence. Next, we define both of them to evaluate the strength of rules.

A transaction \( t_i \in T \) is said to contain an itemset \( X \) if \( X \) is a subset of \( t_i \).

For example, itemset \( \{\text{Beef, Onion, Potato}\} \) contains the following seven itemsets: \( \{\text{Beef}\}, \{\text{Onion}\}, \{\text{Potato}\}, \{\text{Beef, Onion}\}, \{\text{Beef, Potato}\}, \{\text{Onion, Potato}\}, \) and \( \{\text{Beef, Onion, Potato}\} \).

Below, we define the support of an itemset and a rule, respectively.

**Support of an itemset**: The support count of an itemset \( X \) in \( T \) (denoted by \( X.count \)) is the number of transactions in \( T \) that contain \( X \).

**Support of a rule**: The support of a rule, \( X \rightarrow Y \) where \( X \) and \( Y \) are non-overlapping itemsets, is defined as the percentage of transactions in \( T \) that contains \( X \cup Y \). The rule support thus determines how frequently the rule is applicable in the whole transaction set \( T \). Let \( n \) be the number of transactions in \( T \). The support of the rule \( X \rightarrow Y \) is computed as follows:

\[
\text{support} = \frac{(X \cup Y).count}{n}. \tag{5.3}
\]

Note that support is a very important measure for filtering out those non-frequent rules that have a very low support since they occur in a very small percentage of the transactions and their occurrences could be simply due to chance.

Next, we define the confidence of a rule.

**Confidence of a rule**: The confidence of a rule, \( X \rightarrow Y \), is the percentage of transactions in \( T \) that contain \( X \) also contain \( Y \), which is computed as follows:

\[
\text{Confidence} = \frac{(X \cup Y).count}{X.count}. \tag{5.4}
\]

Confidence thus determines the predictability and reliability of a rule. In other words, if the confidence of a rule is too low, then one cannot reliably infer or predict \( Y \) given \( X \). Clearly, a rule with low predictability is not very useful in practice.
TABLE 5.1: An Example of a Transaction Database

<table>
<thead>
<tr>
<th>t1</th>
<th>Beef, Chicken, Milk</th>
</tr>
</thead>
<tbody>
<tr>
<td>t2</td>
<td>Beef, Cheese</td>
</tr>
<tr>
<td>t3</td>
<td>Cheese, Boots</td>
</tr>
<tr>
<td>t4</td>
<td>Beef, Chicken, Cheese</td>
</tr>
<tr>
<td>t5</td>
<td>Beef, Chicken, Clothes, Cheese, Milk</td>
</tr>
<tr>
<td>t6</td>
<td>Chicken, Clothes, Milk</td>
</tr>
<tr>
<td>t7</td>
<td>Chicken, Milk, Clothes</td>
</tr>
</tbody>
</table>

Given a transaction set \( T \), the problem of mining association rules from \( T \) is to discover all association rules in \( T \) that have support and confidence greater than or equal to the user-specified minimum support (represented by \( \text{minsup} \)) and minimum confidence (represented by \( \text{minconf} \)).

Here we emphasize the keyword “all”, i.e., association rule mining requires the completeness of rules. The mining algorithms should not miss any rule that satisfies both \( \text{minsup} \) and \( \text{minconf} \) constraints.

Finally, we illustrate the concepts mentioned above using a concrete example, shown in Table 5.1.

We are given a small transaction database, which contains a set of seven transactions \( T = \{ t_1, t_2, \ldots, t_7 \} \). Each transaction \( t_i \) (i.e., \( i = 1, 2, \ldots, 7 \)) is a set of items purchased in a basket in a supermarket by a customer. The set \( I \) is the set of all items sold in the supermarket, namely, \( \{\text{Beef}, \text{Boots}, \text{Cheese}, \text{Chicken}, \text{Clothes}, \text{Milk}\} \).

Given two user-specified constraints, i.e. \( \text{minsup} = 30\% \) and \( \text{minconf} = 80\% \), we aim to find all the association rules from the transaction database \( T \). The following is one of the association rules that we can obtain from \( T \), where \( \text{sup}=3/7 \) is the support of the rule, and \( \text{conf}=3/3 \) is the confidence of the rule.

\[ \text{Chicken, Clothes} \rightarrow \text{Milk} \ [\text{sup}=3/7, \text{conf}=3/3] \]

Let us now explain how to calculate the support and confidence for this transaction database. Out of the seven transactions (i.e. \( n = 7 \) in Equation 5.3), there are three of them, namely, \( t_5, t_6, t_7 \) contain itemset \( \{\text{Chicken, Clothes}\} \cup \{\text{Milk}\} \) (i.e., \( (X \cup Y).\text{count}=3 \) in Equation 5.3). As such, the support of the rule, \( \text{sup}=(X \cup Y).\text{count}/n=3/7=42.86\% \), which is larger than the \( \text{minsup} = 30\% \) (i.e. \( 42.86\% > 30\% \)).

On the other hand, out of the three transactions \( t_5, t_6, t_7 \) containing the condition itemset \( \{\text{Chicken, Clothes}\} \) (i.e., \( X.\text{count}=3 \)), they also contain the consequent item \( \{\text{Milk}\} \), i.e., \( \{\text{Chicken, Clothes}\} \cup \{\text{Milk}\}=(X \cup Y).\text{count} = 3 \). As such, the confidence of the rule, \( \text{conf}=(X \cup Y).\text{count}/X.\text{count} = 3/3 = 100\% \), which is larger than the \( \text{minconf} = 80\% \) (\( 100\% > 80\% \)). As this rule satisfies both the \( \text{minsup} \) and \( \text{minconf} \), it is thus valid.

We notice that there are potentially other valid rules. For example, the following one has two items as its consequent, i.e.,

\[ \text{Clothes} \rightarrow \text{Milk, Chicken} \ [\text{sup}=3/7, \text{conf}=3/3] \]

Over the past 20 years, a large number of association rule mining algorithms have been proposed. They mainly improve the mining efficiency since it is critical to have an efficient algorithm to deal with large scale transaction databases in many real-world applications. Please refer to [49] for detailed comparison across various algorithms in terms of their efficiencies.

Note that no matter which algorithms are applied, the final results, i.e., association rules minded, are all the same based on the definition of association rules. In other words, given a transaction
data set $T$, as well as a minimum support $\text{minsup}$ and a minimum confidence $\text{minconf}$, the set of association rules occurring in $T$ is uniquely determined. All the algorithms should find the same set of rules although their computational efficiencies and memory requirements could be different. In the next session, we introduce the best known mining algorithm, namely the Apriori algorithm, proposed by Agrawal in [17].

5.3.1.2 The Introduction of Apriori Algorithm

The well-known Apriori algorithm consists of the following two steps:

1. Generate all frequent itemsets: A frequent itemset is an itemset that has a transaction support $\text{sup}$ above $\text{minsup}$, i.e., $\text{sup} > \text{minsup}$.

2. Generate all confident association rules from the frequent itemsets: A confident association rule is a rule with a confidence $\text{conf}$ above $\text{minconf}$, i.e., $\text{conf} > \text{minconf}$.

Note that the size of an itemset is defined as the number of items occurred in it — an itemset of size $k$ (or $k$-itemset) contains $k$ items. Following the example in Table 5.1, $\{\text{Chicken, Clothes, Milk}\}$ is a 3-itemset, containing three items, namely, $\text{Chicken}$, $\text{Clothes}$, and $\text{Milk}$. It is a frequent 3-itemset since its support $\text{sup} = 3/7$ is larger than $\text{minsup} = 30\%$. From the 3-itemset, we can generate the following three confident association rules since their confidence $\text{conf} = 100\%$ is greater than $\text{minconf} = 80\%$:

- Rule 1: Chicken, Clothes $\rightarrow$ Milk [$\text{sup} = 3/7$, $\text{conf} = 3/3$]
- Rule 2: Clothes, Milk $\rightarrow$ Chicken [$\text{sup} = 3/7$, $\text{conf} = 3/3$]
- Rule 3: Clothes $\rightarrow$ Milk, Chicken [$\text{sup} = 3/7$, $\text{conf} = 3/3$].

Next, we discuss the two key steps of Apriori Algorithm, namely 1) Frequent Itemset Generation and 2) Association Rule Generation, in detail.

STEP1: Frequent Itemset Generation

In the first step of Apriori algorithm, it generates all frequent itemsets efficiently by taking advantage of the following important property, i.e., apriori property or downward closure property.

**Downward Closure Property:** If an itemset has minimum support (or its support $\text{sup}$ is larger than $\text{minsup}$), then its every non-empty subset also has minimum support.

The intuition behind this property is very simple because if a transaction contains a set of itemset $X$, then it must contain any non-empty subset of $X$. For example, $\{\text{Chicken, Clothes, Milk}\}$ is a frequent three-itemset ($\text{sup}=3/7$). Any non-empty subset of $\{\text{Chicken, Clothes, Milk}\}$, say $\{\text{Chicken, Clothes}\}$ is also a frequent itemset since out of the three transactions containing $\{\text{Chicken, Clothes, Milk}\}$, they all contain its subset $\{\text{Chicken, Clothes}\}$. This property and a suitable minsup threshold have been exploited to prune a large number of itemsets that cannot be frequent. In the Apriori algorithm, it assumes that the items in $I$ as well as all the itemsets are sorted in the lexicographic order to ensure efficient frequent itemset generation. For example, suppose we have a $k$-itemset $w = \{w_1, w_2, \ldots, w_k\}$ that consists of the items $w_1, w_2, \ldots, w_k$, where $w_1 < w_2 < \ldots < w_k$ according to the lexicographic order.

Apriori algorithm for frequent itemset generation [16] is a bottom-up based approach and uses level-wise search, which starts from 1-itemset and expands to higher-level bigger itemsets, i.e., 2-itemset, 3-itemset, and so on. The overall algorithm is shown in Algorithm Apriori below. It generates all frequent itemsets by making multiple passes over the transaction database. In the first pass, it counts the supports of individual items, i.e., Level 1 items or 1-itemset in $C_1$ (as shown in step 1, $C_1$ is candidate 1-itemset) and determines whether each of them is frequent (step 2) where $F_1$ is the set of frequent 1-itemsets. After this initialization step, each of the subsequent passes, $k$ ($k \geq 2$), consist of the following three steps:
1. It starts with the seed set of itemsets $F_{k-1}$ found to be frequent in the $(k-1)$-th pass. It then uses this seed set to generate candidate itemsets $C_k$ (step 4), which are potential frequent itemsets. This step used the candidate-gen() procedure, as shown in Algorithm 4.

2. The transaction database is then passed over again and the actual support of each candidate itemset $c$ in $C_k$ is counted (steps 5-10). Note that it is not necessary to load the entire data into memory before processing. Instead, at any time point, only one transaction needs to reside in memory. This is a very important feature of the Apriori algorithm as it makes the algorithm scalable to huge data sets that cannot be loaded into memory.

3. At the end of the pass, it determines which of the candidate itemsets are actually frequent (step 11).

Algorithm Apriori for generating frequent itemsets

1. $C_1 \leftarrow \text{init-pass}(T); // the first pass over $T$
2. $F_1 \leftarrow \{f|f \in C_1, f.count / n \geq \text{minsup}\}; // n$ is the no. of transactions in $T$;
3. For $(k = 2; F_{k-1} \neq \emptyset; k++)$ do
4. $C_k \leftarrow \text{candidate-gen}(F_{k-1})$;
5. For each transaction $t \in T$ do
6. For each candidate $c \in C_k$ do
7. If $c$ is contained in $t$ then
8. $c.count++$
9. EndFor
10. EndFor
11. $F_k \leftarrow \{c \in C_k | c.count / n \geq \text{minsup}\}$
12. EndFor
13. Output $F \leftarrow \bigcup_k F_k$.

The final output of the algorithm is the set $F$ of all frequent itemsets (step 13) where set $F$ contains frequent itemsets with different sizes, i.e., frequent 1-itemsets, frequent 2-itemsets, ..., frequent $k$-itemsets ($k$ is the highest order of the frequent itemsets).

Next, we elaborate the key candidate-gen() procedure that is called in step 4. Candidate-gen() generates candidate frequent itemsets in two steps, namely the join step and the pruning step. Join step (steps 2-6 in Algorithm 4): This step joins two frequent $(k-1)$-itemsets to produce a possible candidate $c$ (step 6). The two frequent itemsets $f_1$ and $f_2$ have exactly the same $k-2$ items (i.e., $i_1, \ldots, i_{k-2}$) except the last one ($i_{k-1} \neq i_{k-1}'$ in steps 3-5). The joined $k$-itemset $c$ is added to the set of candidates $C_k$ (step 7). Pruning step (steps 8-11 in the next algorithm): A candidate $c$ from the join step may not be a final frequent item-set. This step determines whether all the $k-1$ subsets (there are $k$ of them) of $c$ are in $F_{k-1}$. If any one of them is not in $F_{k-1}$, then $c$ cannot be frequent according to the downward closure property, and is thus deleted from $C_k$.

Finally, we will provide an example to illustrate the candidate-gen() procedure.

Given a set of frequent itemsets at level 3, $F_3 = \{\{1,2,3\}, \{1,2,4\}, \{1,3,4\}, \{1,3,5\}, \{2,3,4\}\}$, the join step (which generates candidates $C_4$ for level 4) produces two candidate itemsets, $\{1,2,3,4\}$ and $\{1,3,4,5\}$. $\{1,2,3,4\}$ is generated by joining the first and the second itemsets in $F_3$ as their first and second items are the same. $\{1,3,4,5\}$ is generated by joining the third and the fourth itemsets in $F_3$, i.e., $\{1,3,4\}$ and $\{1,3,5\}$. $\{1,3,4,5\}$ is pruned because $\{3,4,5\}$ is not in $F_3$. 
Procedure candidate-gen() is shown in the following algorithm:

**Algorithm Candidate-gen**$(F_{k-1})$

1. $C_k = \emptyset$; // initialize the set of candidates
2. For all $f_1, f_2 \in F_{k-1}$ // find all pairs of frequent itemsets
3. with $f_1 = \{i_1, \ldots, i_{k-2}, i_{k-1}\}$ // that differ only in the last item
4. with $f_2 = \{i_1, \ldots, i_{k-2}, i'_{k-1}\}$
5. and $i_{k-1} < i'_{k-1}$ do // according to the lexicographic order
6. $c \leftarrow \{i_1, \ldots, i_{k-1}, i'_{k-1}\}$; // join the two itemsets $f_1$ and $f_2$
7. $C_k \leftarrow C_k \cup \{c\}$; // add the new itemset $c$ to the candidates
8. For each $(k-1)$-subset $s$ of $c$ do
9. If ($s \notin F_{k-1}$) then
10. delete $c$ from $C_k$; // delete $c$ from the candidates
11. EndFor
12. EndFor
13. Output $C_k$.

We now provide a running example of the whole Apriori algorithm based on the transactions shown in Table 5.1. In this example, we have used $\text{minsup} = 30\%$.

Apriori algorithm first scans the transaction data to count the supports of individual items. Those items whose supports are greater than or equal to $30\%$ are regarded as frequent and are stored in set $F_1$, namely frequent 1-itemsets.

$F_1: \{\{\text{Beef}\}:4, \{\text{Cheese}\}:4, \{\text{Chicken}\}:5, \{\text{Clothes}\}:3, \{\text{Milk}\}:4\}$

In $F_1$, the number after each frequent itemset is the support count of the corresponding itemset. For example, $\{\text{Beef}\}:4$ means that the itemset $\{\text{Beef}\}$ has occurred in four transactions, namely $t_1, t_2, t_4,$ and $t_5$. A minimum support count of 3 is sufficient for being frequent (all the itemsets in $F_1$ have sufficient supports $\geq 3$).

We then perform the Candidate-gen procedure using $F_1$, which generates the following candidate frequent itemsets $C_2$:

$C_2: \{\{\text{Beef, Cheese}\}, \{\text{Beef, Chicken}\}, \{\text{Beef, Clothes}\}, \{\text{Beef, Milk}\},$
$\{\text{Cheese, Chicken}\}, \{\text{Cheese, Clothes}\}, \{\text{Cheese, Milk}\},$
$\{\text{Chicken, Clothes}\}, \{\text{Chicken, Milk}\}, \{\text{Clothes, Milk}\}\}$

For each itemset in $C_2$, we need to determine if it is frequent by scanning the database again and storing the frequent 2-itemsets in set $F_2$:

$F_2: \{\{\text{Beef, Chicken}\}:3, \{\text{Beef, Cheese}\}:3, \{\text{Chicken, Clothes}\}:3,$
$\{\text{Chicken, Milk}\}:4, \{\text{Clothes, Milk}\}:3\}$

We now complete the level-2 search (for all 2-itemsets). Similarly, we generate the candidate frequent itemsets $C_3$ via Candidate-gen procedure:

$C_3: \{\{\text{Chicken, Clothes, Milk}\}\}$

Note that in $C_3$, itemset $\{\text{Beef, Cheese, Chicken}\}$, is also produced in step 6 of the Candidate-gen procedure. However, as its subset $\{\text{Cheese, Chicken}\}$ is not in $F_2$, it is pruned and not included in $C_3$, according to downward closure property.
Finally, we count the frequency of \{\text{Chicken, Clothes, Milk}\} in the database and it is stored in $F_3$ given that its support is greater than the minimal support.

\[ F_3: \{\{\text{Chicken, Clothes, Milk}\}:3\}. \]

Note that since we only have one itemset in $F_3$, the algorithm stops since we need at least two itemsets to generate a candidate itemset for $C_4$. Apriori algorithm is just a representative of a large number of association rule mining algorithms that have been developed over the last 20 years. For more algorithms, please see [19].

**STEP2: Association Rule Generation** As we mentioned earlier, the Apriori algorithm can generate all frequent itemsets as well as all confident association rules. Interestingly, generating association rules is fairly straightforward compared with frequent itemset generation. In fact, we generate all association rules from frequent itemsets. For each frequent itemset $f$, we use all its non-empty subsets to generate association rules. In particular, for each such subset $\beta$, $\beta \subseteq f$, we output a Rule 5.5 if the confidence condition in Equation 5.6 is satisfied.

\[ (f - \beta) \rightarrow \beta, \quad (5.5) \]

\[ \text{confidence} = \frac{f.\text{count}}{(f - \beta).\text{count}} \geq \text{minconf} \quad (5.6) \]

Note the $f.\text{count}$ and $(f - \beta).\text{count}$ are the supports count of itemset $f$ and itemset $(f - \beta)$, respectively. According to Equation 5.3, our rule support is $f.\text{count}/n$, where $n$ is the total number of transactions in the transaction set $T$. Clearly, if $f$ is frequent, then any of its non-empty subsets is also frequent according to the downward closure property. In addition, all the support counts needed for confidence computation in Equation 5.6, i.e., $f.\text{count}$ and $(f - \beta).\text{count}$, are available as we have recorded the supports for all the frequent itemsets during the mining process, e.g., using the Apriori algorithm. As such, there is no additional database scan needed for association rule generation.

### 5.3.2 Mining Class Association Rules

The association rules mined using Apriori algorithm are generic and flexible. An item can appear as part of the conditions or as part of the consequent in a rule. However, in some real-world applications, users are more interested in those rules with some fixed target items (or class labels) on the right-hand side. Obviously, such kinds of rules are very useful for our rule-based classification models.

For example, banks typically maintain a customer database that contains demographic and financial information of individual customers (such as gender, age, ethnicity, address, employment status, salary, home ownership, current loan information, etc) as well as the target features such as whether or not they repaid the loans or defaulted. Using association rule mining technique, we can investigate what kinds of customers are likely to repay (good credit risks) or to default (bad credit risks) — both of them are target feature values, so that banks can reduce the rate of loan defaults if they can predict those customers who are likely to default in advance based on their personal demographic and financial information. In other words, we are interested in a special set of rules whose consequents are only those target features — these rules are called class association rules (CARs) where we require only target feature values to occur as consequents of rules, although the conditions can be any items or their combinations from financial and demographic information.

Let $T$ be a transaction data set consisting of $n$ transactions. Each transaction in $T$ has been labeled with a class $y$ ($y \in Y$; $Y$ is the set of all class labels or target features/items). Let $I$ be the set of all items in $T$, and $I \cap Y = \emptyset$. Note here we treat the label set $Y$ differently from the standard
items in $I$ and they do not have any overlapping. A class association rule (CAR) is an implication of the following form:

$$X \rightarrow y, \text{ where } X \subseteq I, \text{ and } y \in Y. \quad (5.7)$$

The definitions of support and confidence are the same as those for standard association rules. However, a class association rule is different from a standard association rule in the following two points:

1. The consequent of a CAR has only a single item, while the consequent of a standard association rule can have any number of items.
2. The consequent $y$ of a CAR must be only from the class label set $Y$, i.e., $y \in Y$. No item from $I$ can appear as the consequent, and no class label can appear as a rule condition. In contrast, a standard association rule can have any item as a condition or a consequent.

Clearly, the main objective of mining CARs is to automatically generate a complete set of CARs that satisfy both the user-specified minimum support constraint ($\text{minsup}$) and minimum confidence ($\text{minconf}$) constraint.

Intuitively, we can mine the given transaction data by first applying the Apriori algorithm to get all the rules and then perform a post-processing to select only those class association rules, as CARs are a special type of association rules with a target as their consequent. However, this is not efficient due to combinatorial explosion. Now, we present an efficient mining algorithm specifically designed for mining CARs.

This algorithm can mine CARs in a single step. The key operation is to find all ruleitems that have support above the given minsup. A ruleitem is a pair that has a condset and a class label $y$, namely, $(\text{condset}, y)$, where $\text{condset} \subseteq I$ is a set of items, and $y \in Y$ is a class label. The support count of a condset (called $\text{condsupCount}$) is the number of transactions in $T$ that contain the condset. The support count of a ruleitem (called $\text{rulesupCount}$) is the number of transactions in $T$ that contain the condset and are associated with class $y$. Each ruleitem $(\text{condset}, y)$ represents a rule:

$$\text{condset} \rightarrow y,$$

whose support is ($\text{rulesupCount}$/$n$), where $n$ is the total number of transactions in $T$, and whose confidence is ($\text{rulesupCount}$/$\text{condsupCount}$).

Ruleitems that satisfy the minsup are called frequent ruleitems, while the rest are called infrequent ruleitems. Similarly, ruleitems that satisfy the minconf are called confident ruleitems and correspondingly the rules are confident.

The rule generation algorithm, called CAR-Apriori, is given in the pseudocode below. The CAR-Apriori algorithm is based on the Apriori algorithm, which generates all the frequent ruleitems by passing the database multiple times. In particular, it computes the support count in the first pass for each 1-ruleitem that contains only one item in its condset (step 1). All the 1-candidate ruleitems, which pair one item in $I$ and a class label, are stored in set $C_1$.

$$C_1 = \{\{(i), y\}|i \in I, \text{ and } y \in Y\} \quad (5.8)$$

Then, step 2 chooses the frequent 1-ruleitems (and stores into $F_1$) whose support count is greater than or equal to the given minsup value. From frequent 1-ruleitems, we generate 1-condition CARs — rules with only one condition in step 3. In a subsequent pass, say $k$ ($k \geq 2$), it starts with the seed set $F_{k-1}$ of $(k-1)$ frequent ruleitems found in the $(k-1)$-th pass, and uses this seed set to generate new possibly frequent $k$-ruleitems, called candidate $k$-ruleitems ($C_k$ in step 5). The actual support counts for both $\text{condsupCount}$ and $\text{rulesupCount}$ are updated during the scan of the data (steps 6-13) for each candidate $k$-ruleitem. At the end of the data scan, it determines which of the candidate $k$-ruleitems in $C_k$ are actually frequent (step 14). From the frequent $k$-ruleitems, step 15 generates $k$-condition CARs, i.e., class association rules with $k$ conditions.
Algorithm CAR-Apriori(T)

1. \( C_1 \leftarrow \text{init-pass}(T); \) // the first pass over \( T \)
2. \( F_1 \leftarrow \{ f | f \in C_1, f.\text{rulesupCount} / f.\text{condsupCount} \geq \text{minsup} \}; \) // \( n \) is the no. of transactions in \( T \);
3. \( \text{CAR}_1 \leftarrow \{ f | f \in F_1, f.\text{rulesupCount} / n \geq \text{minconf} \}; \) // \( n \) is the no. of transactions in \( T \);
4. For \( (k = 2; F_{k-1} \neq \emptyset; k++) \) do
5. \( C_k \leftarrow \text{CARcandidate-gen}(F_{k-1}); \)
6. For each transaction \( t \in T \) do
7. For each candidate \( c \in C_k \) do
8. If \( c.\text{condset} \) is contained in \( t \) then // \( c \) is a subset of \( t \)
9. \( c.\text{condsupCount}++; \)
10. if \( t.\text{class} = c.\text{class} \) then
11. \( c.\text{rulesupCount}++; \)
12. EndFor
13. EndFor
14. \( F_k \leftarrow \{ c \in C_k | c.\text{rulesupCount} / n \geq \text{minsup} \} \)
15. \( \text{CAR}_k \leftarrow \{ f | f \in F_k, f.\text{rulesupCount} / f.\text{condsupCount} \geq \text{minconf} \}; \)
16. EndFor
17. Output \( \text{CAR} \leftarrow \bigcup_k \text{CAR}_k. \)

One important observation regarding ruleitem generation is that if a ruleitem/rule has a confidence of 100%, then extending the ruleitem with more conditions, i.e., adding items to its condset, will also result in rules with 100% confidence although their supports may drop with additional items. In some applications, we may consider these subsequent rules with more conditions redundant because these additional conditions do not provide any more information for classification. As such, we should not extend such ruleitems in candidate generation for the next level (from \( k-1 \) to \( k \)), which can reduce the number of generated rules significantly. Of course, if desired, redundancy handling procedure can be added in the CAR-Apriori algorithm easily to stop the unnecessary expanding process.

Finally, the CARcandidate-gen() function is very similar to the candidate-gen() function in the Apriori algorithm, and it is thus not included here. The main difference lies in that in CARcandidate-gen(), ruleitems with the same class label are combined together by joining their condsets.

We now give an example to illustrate the usefulness of CARs. Table 5.2 shows a sample loan application dataset from a bank, which has four attributes, namely Age, Has_job, Own_house, and Credit_rating. The first attribute Age has three possible values, i.e., young, middle, and old. The second attribute Has_job indicates whether an applicant has a job, with binary values: true (has a job) and false (does not have a job). The third attribute Own_house shows whether an applicant owns a house (similarly, it has two values denoted by true and false). The fourth attribute, Credit_rating, has three possible values: fair, good, and excellent. The last column is the class/target attribute, which shows whether each loan application was approved (denoted by Yes) or not (denoted by No) by the bank.

Assuming the user-specified minimal support \( \text{minsup} = 2/15 = 13.3\% \) and the minimal confidence \( \text{minconf} = 70\% \), we can mine the above dataset to find the following rules that satisfy the two constraints:

- \( \text{Own_house} = \text{false}, \text{Has_job} = \text{true} \rightarrow \text{Class} = \text{Yes} \) [sup=3/15, conf=3/3]
- \( \text{Own_house} = \text{true} \rightarrow \text{Class} = \text{Yes} \) [sup=6/15, conf=6/6]
- \( \text{Own_house} = \text{false}, \text{Has_job} = \text{true} \rightarrow \text{Class} = \text{Yes} \) [sup=3/15, conf=3/3]
5.3.3 Classification Based on Associations

In this section, we discuss how to employ the discovered class association rules for classification purposes. Since the consequents of CARs are the class labels, it is thus logical to infer the class label of any test transaction, i.e., to do classification. CBA (Classification Based on Associations) is the first system that uses association rules for classification [30]. Note classifiers built using association rules are often called associative classifiers.

Following the above example, after we detect CARs, we intend to use them for learning a classification model to classify or automatically judge future loan applications. In other words, when a new customer visits the bank to apply for a loan, after providing his/her age, whether he/she has a job, whether he/she owns a house, and his/her credit rating, the classification model should predict whether his/her loan application should be approved so that we can use our constructed classification model to automate the loan application approval process.

### Additional Discussion for CARs Mining

Before introducing how to build a classifier using CARs, we first give some additional discussions about some important points for mining high quality CARs.

**Rule Pruning**: CARs could be redundant and some of them are not statistically significant, which makes our classifier overfit the training examples. Such a classifier does not have good generalization capability. As such, we need to perform rule pruning to address these issues. Specifically, we can remove some conditions in CARs so that they are shorter, and have higher supports to be statistically significant. In addition, pruning some rules may cause some shortened/revised rules to become redundant — we thus need to remove these repeated rules. Generally speaking, pruning rules could lead to a more concise and accurate rule set as shorter rules are less likely to overfit.
the training data and potentially perform well on the unseen test data. Pruning is also called generalization as it makes rules more general and more applicable to test instances. Of course, we still need to maintain high confidences of CARs during the pruning process so that we can achieve more reliable and accurate classification results once the confident rules are applied. Readers can refer to papers [30, 31] for details of some pruning methods.

Multiple Minimum Class Supports: In many real-life classification problems, the datasets could have uneven or imbalanced class distributions, where majority classes cover a large proportion of the training data, while other minority classes (rare or infrequent classes) only cover a very small portion of the training data. In such a scenario, a single minsup may be inadequate for mining CARs. For example, we have a fraud detection dataset with two classes \( C_1 \) (represents “normal class”) and \( C_2 \) (denotes for “fraud class”). In this dataset, 99% of the data belong to the majority class \( C_1 \), and only 1% of the data belong to the minority class \( C_2 \), i.e., we do not have many instances from “fraud class.” If we set \( \text{minsup} = 1.5\% \), we may not be able to find any rule for the minority class \( C_2 \) as this minsup is still too high for minority class \( C_2 \). To address the problem, we need to reduce the minsup, say set \( \text{minsup} = 0.2\% \) so that we can detect some rules for class \( C_2 \). However, we may find a huge number of overfitting rules for the majority class \( C_1 \) because \( \text{minsup} = 0.2\% \) is too low for class \( C_1 \). The solution for addressing this problem is to apply multiple minimum class supports for different classes, depending on their sizes. More specifically, we could assign a different minimum class support \( \text{minsup}_i \) for each class \( C_i \), i.e., all the rules of class \( C_i \) must satisfy corresponding \( \text{minsup}_i \). Alternatively, we can provide one single total minsup, denoted by \( \text{total}\_\text{minsup} \), which is then distributed to each class according to the class distribution:

\[
\text{minsup}_i = \frac{\text{Number of Transactions in } C_i}{\text{Total Number of Transactions in Database}} \cdot \text{total}\_\text{minsup}
\]

The equation sets higher minsups for those majority classes while it sets lower minsups for those minority classes.

Parameter Selection: The two parameters used in CARs mining are the minimum support and the minimum confidence. While different minimum confidences may also be used for each class, they do not affect the classification results much because the final classifier tends to use high confidence rules. As such, one minimum confidence is usually sufficient. We thus are mainly concerned with how to determine the best support \( \text{minsup}_i \) for each class \( C_i \). Similar to other classification algorithms, we can apply the standard cross-validation technique to partition the training data into \( n \) folds where \( n - 1 \) folds are used for training and the remaining 1 fold is used for testing (we can repeat this \( n \) times so that we have \( n \) different combinations of training and testing sets). Then, we can try different values for \( \text{minsup}_i \) in the training data to mine CARs and finally choose the value for \( \text{minsup}_i \) that gives the best average classification performance on the test sets.

5.3.3.2 Building a Classifier Using CARs

After all CARs are discovered through the mining algorithm, a classifier is built to exploit the rules for classification. We will introduce five kinds of approaches for classifier building.

Use the Strongest Rule: This is perhaps the simplest strategy. It simply uses the strongest/most powerful CARs directly for classification. For each test instance, it first finds the strongest rule that covers the instance. Note that a rule covers an instance only if the instance satisfies the conditions of the rule. The class label of the strongest rule is then assigned to the test instance. The strength of a rule can be measured in various ways, e.g., based on rule confidence value only, \( \chi^2 \) test, or a combination of both support and confidence values, etc.

Select a Subset of the Rules to Build a Classifier: This method was used in the CBA system. This method is similar to the sequential covering method, but applied to class association rules with additional enhancements. Formally, let \( D \) and \( S \) be the training data set and the set of all discovered CARs, respectively. The basic idea of this strategy is to select a subset \( L \) \( (L \subseteq S) \) of high confidence
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rules to cover the training data $D$. The set of selected rules, including a default class, is then used as the classifier. The selection of rules is based on a total order defined on the rules in $S$. Given two rules, $r_i$ and $r_j$, we say $r_i \triangleright r_j$ or $r_i$ precedes $r_j$ or $r_i$ has a higher precedence than $r_j$ if

1. the confidence of $r_i$ is greater than that of $r_j$, or
2. their confidences are the same, but the support of $r_i$ is greater than that of $r_j$, or
3. both the confidences and supports of $r_i$ and $r_j$ are the same, but $r_i$ is generated earlier than $r_j$.

A CBA classifier $C$ is of the form:

$$C = < r_1, r_2, \ldots, r_k, \text{default-class} >$$

(5.10)

where $r_i \in S, r_i \triangleright r_j$ if $j > i$. When classifying a test case, the first rule that satisfies the case will be used to classify it. If there is not a single rule that can be applied to the test case, it takes the default class, i.e., default-class, in Equation 5.10. A simplified version of the algorithm for building such a classifier is given in the following algorithm. The classifier is the RuleList.

**Algorithm CBA ($T$)**

1. $S = \text{sort}(S)$; // sorting is done according to the precedence >>
2. RuleList = $\emptyset$; // the rule list classifier is initialized as empty set
3. For each rule $r \in S$ in sequence do
4.   If ($D \neq \emptyset$) AND $r$ classifies at least one example in $D$ correctly Then
5.     delete from $D$ all training examples covered by $r$;
6.     add $r$ at the end of RuleList
7.   EndIf
8. EndFor
9. add the majority class as the default class at the end of RuleList

In Algorithm CBA, we first sort all the rules in $S$ according to their precedence defined above. Then we through the rules one by one, from the highest precedence to the lowest precedence, during the for-loop. Particularly, for each rule, we will perform sequential covering from step 3 to 8. Finally, we construct our RuleList by appending the majority class so that we can classify any test instance.

**Combine Multiple Rules**:

Like the first method Use the Strongest Rule, this method does not take any additional step to build a classifier. Instead, at the classification time, for each test instance, the system first searches a subset of rules that cover the instance.

1. If all the rules in the subset have the same class, then the class is assigned to the test instance.
2. If the rules have different classes, then the system divides the rules into a number of groups according to their classes, i.e., all rules of from the same class are in the same group. The system then compares the aggregated effects of the rule groups and finds the strongest group. Finally, the class label of the strongest group is assigned to the test instance.

To measure the strength of each rule group, there again can be many possible ways. For example, the CMAR system uses a weighted $\chi^2$ measure [31].

**Class Association Rules as Features**:

In this method, rules are used as features to augment the original data or simply form a new data set, which is subsequently fed to a traditional classification algorithm, e.g., Support Vector Machines (SVM), Decision Trees (DT), Naïve Bayesian (NB), K-Nearest Neighbour (KNN), etc.

To make use of CARs as features, only the conditional part of each rule is needed. For each training and test instance, we will construct a feature vector where each dimension corresponds to a specific rule. Specifically, if a training or test instance in the original data satisfies the conditional
part of a rule, then the value of the feature/attribute in its vector will be assigned 1; 0 otherwise. The reason that this method is helpful is that CARs capture multi-attribute or multi-item correlations with class labels. Many classification algorithms, like Naïve Bayesian (which assumes the features are independent), do not take such correlations into consideration for classifier building. Clearly, the correlations among the features can provide additional insights on how different feature combinations can better infer the class label and thus they can be quite useful for classification. Several applications of this method have been reported [32–35].

**Classification Using Normal Association Rules**

Not only can class association rules be used for classification, but also normal association rules. For example, normal association rules are regularly employed in e-commerce Web sites for product recommendations, which work as follows: When a customer purchases some products, the system will recommend him/her some other related products based on what he/she has already purchased as well as the previous transactions from all the customers.

Recommendation is essentially a classification or prediction problem. It predicts what a customer is likely to buy. Association rules are naturally applicable to such applications. The classification process consists of the following two steps:

1. The system first mines normal association rules using previous purchase transactions (the same as market basket transactions). Note, in this case, there are no fixed classes in the data and mined rules. Any item can appear on the left-hand side or the right-hand side of a rule. For recommendation purposes, usually only one item appears on the right-hand side of a rule.

2. At the prediction (or recommendation) stage, given a transaction (e.g., a set of items already purchased by a given customer), all the rules that cover the transaction are selected. The strongest rule is chosen and the item on the right-hand side of the rule (i.e., the consequent) is then the predicted item and is recommended to the user. If multiple rules are very strong, multiple items can be recommended to the user simultaneously.

This method is basically the same as the “use the strongest rule” method described above. Again, the rule strength can be measured in various ways, e.g., confidence, $\chi^2$ test, or a combination of both support and confidence [42]. Clearly, the other methods, namely, Select a Subset of the Rules to Build a Classifier, and Combine Multiple Rules, can be applied as well.

The key advantage of using association rules for recommendation is that they can predict any item since any item can be the class item on the right-hand side.

Traditional classification algorithms, on the other hand, only work with a single fixed class attribute, and are not easily applicable to recommendations.

Finally, in recommendation systems, multiple minimum supports can be of significant help. Otherwise, rare items will never be recommended, which causes the coverage problem. It is shown in [43] that using multiple minimum supports can dramatically increase the coverage. Note that rules from rule induction cannot be used for this recommendation purpose because the rules are not independent of each other.

**5.3.4 Other Techniques for Association Rule-Based Classification**

Since CBA was proposed to use association rules for classification [30] in 1998, many techniques in this direction have been proposed. We introduce some of the representative ones, including CMAR [31], XRules [43]. Note XRules is specifically designed for classifying semi-structured data, such as XML.

**1. CMAR**

CMAR stands for classification based on multiple association rules CMAR [31]. Like CBA, CMAR also consists of two phases, namely rule generation phase and classification phase. In rule
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generation phase, CMAR mines the complete set of rules in the form of \( R : P \rightarrow c \), where \( P \) is a pattern in the transaction training data set, and \( c \) is a class label, i.e., \( R \) is a class association rule. The support and confidence of the rule \( R \), namely \( \text{sup}(R) \) and \( \text{conf}(R) \), satisfy the user pre-defined minimal support and confidence thresholds, respectively.

CMAR used an effective and scalable association rule mining algorithm based on the FP-growth method [21]. As we know, existing association rule mining algorithms typically consist of two steps: 1) detect all the frequent patterns and 2) mine association rules that satisfy the confidence threshold based on the mined frequent patterns. CMAR, on the other hand, has no separated rule generation step. It constructs a class distribution-associated FP-tree and for every pattern, it maintains the distribution of various class labels among examples matching the pattern, without any overhead in the procedure of counting database. As such, once a frequent pattern is detected, rules with regard to the pattern can be generated straightforward. In addition, CMAR makes use of the class label distribution to prune. Given a frequent pattern \( P \), let us assume \( c \) is the most dominant/majority class in the set of examples matching \( P \). If the number of examples having class label \( c \) and matching \( P \) is less than the support threshold, then there is no need to search any superpattern (superset) \( P' \) of \( P \). This is very clear as any rule in the form of \( P' \rightarrow c \) cannot satisfy the support threshold either as superset \( P' \) will have no larger support than pattern \( P \).

Once rules are mined from the given transaction data, CMAR builds a CR-tree to save space in storing rules as well as to search for rules efficiently. CMAR also performs a rule pruning step to remove redundant and noise rules. In particular, three principles were used for rule pruning, including 1) use more general and high-confidence rules to prune those more specific and lower confidence ones; 2) select only positively correlated rules based on \( \chi^2 \) testing; 3) prune rules based on database coverage.

Finally, in the classification phase, for a given test example, CMAR extracts a subset of rules matching the test example and predicts its class label by analyzing this subset of rules. CMAR first groups rules according to their class labels and then finds the strongest group to perform classification. It uses a weighted \( \chi^2 \) measure [30] to integrate both information of intra-group rule correlation and popularity. In other words, if those rules in a group are highly positively correlated and have good support, then the group has higher strength.

2. XRules

Different from CBA and CMAR which are applied to transaction data sets consisting of multi-dimensional records, XRules [44] on the other hand, build a structural rule-based classifier for semi-structured data, e.g., XML. In the training stage, it constructs structural rules that indicate what kind of structural patterns in an XML document are closely related to a particular class label. In the testing stage, it employs these structural rules to perform the structural classification.

Based on the definition of structural rules, XRules performed the following three steps during the training stage: 1) Mine frequent structural rules specific to each class using its proposed XMiner (which extends TreeMiner to find all frequent trees related to some class), with sufficient support and strength. Note that users need to provide a minimum support \( \eta_{\text{min}} \) for each class \( c_i \). 2) Prioritize the rules in decreasing level of precedence as well as removing unpredictable rules. 3) Determine a special class called default-class, which will be used to classify those test examples when none of the mined structural rules are applicable. After training, the classification model consists of an ordered rule set, and a default-class.

Finally, the testing stage performs classification on the given test examples without class labels. Given a test example \( S \), there are two main steps for its classification, including, i.e., the rule retrieval step, which finds all matching rules (stored in set \( R(S) \)) for \( S \), as well as class prediction step, which combines the statistics from each matching rule in \( R(S) \) to predict the most likely class for \( S \). Particularly, if \( R(S) = \emptyset \), i.e., there are no matching rules, then default class is assigned to \( S \); otherwise, \( R(S) \neq \emptyset \). Assume \( R_i(S) \) represent the matching rules in \( R(S) \) with class \( c_i \) as their consequents. XRules used an average confidence method, i.e., for each class \( c_i \), it computes the average
rule strength for all the rules in $R_i(S)$. If the average rule strength for class $c_i$ is big enough, the algorithm assigns the class $c_i$ to the test example $S$. If the average rule strengths for all the classes are all very small, then the default class is used again to assign to $S$.

5.4 Applications

In this section, we briefly introduce some applications of applying rule-based classification methods in text categorization [51], intrusion detection [74], diagnostic data mining [25], as well as gene expression data mining [50].

5.4.1 Text Categorization

It is well-known that Support Vector Machines (SVM) [57], Naïve Bayesian (NB) [58], and Rocchio’s algorithm [60] are among the most popular techniques for text categorization, also called text classification. Their variations have also been applied to different types of learning tasks, e.g., learning with positive and unlabeled examples (PU learning) [59, 61–64]. However, these existing techniques are typically used as black-boxes. Rule-based classification techniques, on the other hand, can explain their classification results based on rules, and thus have also drawn a lot of attention. RIPPER [13], sleeping-experts [56], and decision-tree-based rule induction systems [52–55], have all been employed for text categorization.

Features used in the standard classification methods (such as SVM, Naïve Bayesian (NB), and Rocchio) are usually the individual terms in the form of words or word stems. Given a single word $w$ in a document $d$, $w$’s influence on $d$’s predicted class is assumed to be independent of other words in $d$ [60].

This assumption does not hold since $w$’s context, encoded by the other words present in the document $d$, typically can provide more specific meanings and better indications on the $d$’s classification, than $w$ itself. As such, rule-based systems, such as RIPPER [13] and sleeping-experts [56], have exploited context information of the words for text categorization [51]. Both techniques performed very well across different data sets, such as AP title corpus, TREC-AP corpus, and Reuters etc, outperforming classification methods, like decision tree [4] and Rocchio algorithm [60].

Next, we will introduce how RIPPER and sleeping-experts (or specifically sleeping-experts for phrases) make use of context information for text categorization, respectively.

RIPPER for text categorization

In RIPPER, the context of a word $w_1$ is a conjunction of the form

$$w_1 \in d \text{ and } w_2 \in d \ldots \text{ and } w_k \in d.$$  

Note that the context of a word $w_1$ consists of a number of other words $w_2, \ldots, w_k$, that need to co-occur with $w_1$, but they may occur in any order, and in any location in document $d$.

The standard RIPPER algorithm was extended in the following two ways so that it can be better used for text categorization.

1. Allow users to specify a loss ratio [65]. A loss ratio is defined as the ratio of the cost of a false negative to the cost of a false positive. The objective of the learning is to minimize misclassification cost on the unseen or test data. RIPPER can balance the recall and precision for a given class by setting a suitable loss ratio. Specifically, during the RIPPER’s pruning and optimization stages, suitable weights are assigned to false positive errors and false negative errors, respectively.
2. In text classification, while a large corpus or a document collection contains many different words, a particular document will usually only contain quite limited words. To save space for representation, a document is represented as a single attribute \( a \), with its value as the set of words that appear in the document or a word list of the document, i.e., \( a = \{ w_1, w_2, \ldots, w_n \} \). The primitive tests (conditions) on a set-valued attribute \( a \) are in the form of \( w_i \in a \).

For a rule construction, RIPPER will repeatedly add conditions to rule \( r_0 \), which is initialized as an empty antecedent. Specifically, at each iteration \( i \), a single condition is added to the rule \( r_i \), producing an expanded rule \( r_{i+1} \). The condition added to \( r_{i+1} \) is the one that maximizes information gain with regards to \( r_i \). Given the set-valued attributes, RIPPER will carry out the following two steps to find a best condition to add:

1. For the current rule \( r_i \), RIPPER will iterate over the set of examples/documents \( S \) that are covered by \( r_i \) and record a word list \( W \) where each word \( w_i \in W \) appears as an element/value of attribute \( a \) in \( S \). For each \( w_i \in W \), RIPPER also computes two statistics, namely \( p_i \) and \( n_i \), which represent the number of positive and negative examples in \( S \) that contain \( w_i \), respectively.

2. RIPPER will go over all the words \( w_i \in W \), and use \( p_i \) and \( n_i \) to calculate the information gain for its condition \( w_i \in a \). We can then choose the condition that yields the largest information gain and add it to \( r_i \) to form rule \( r_{i+1} \).

The above process of adding new literals/conditions continues until the rule does not cover negative examples or until no condition has a positive information gain. Note the process only requires time linear in the size of \( S \), facilitating its applications to handle large text corpora.

RIPPER has been used to classify or filter personal emails \cite{69} based on a relatively small sets of labeled messages.

**Sleeping-experts for phrases for text categorization**

Sleeping-experts \cite{56} is an ensemble framework that builds a master algorithm to integrate the “advice” of different “experts” or classifiers \cite{51,76}. Given a test example, the master algorithm uses a weighted combination of the predictions of the experts. One efficient weighted assignment algorithm is the multiplicative update method where weights for each individual experts are updated by multiplying them by a constant. Particularly, those “correct” experts that make right classification will be able to keep their weights unchanged (i.e., multiplying 1) while those “bad” experts that make wrong classification have to multiply a constant (less than 1) so that their weights will become smaller.

In the context of text classification, the experts correspond to all length-\( k \) phrases that occur in a corpus. Given a document that needs to be classified, those experts are “awake” and make predictions if they appear in the document; the remaining experts are said to be “sleeping” on the document. Different from the context information used in the RIPPER, the context information in sleeping-experts (or sleeping-experts for phrases), is defined in the following phrase form:

\[
\text{\( w_{i_1}, w_{i_2} \ldots w_{i_j} \)}
\]

where \( i_1 < i_2 < \ldots < i_{j-1} < i_j \) and \( i_j - i_1 < n \).

Note that there could be some “holes” or “gaps” between any two words in the context/phrase.

The detailed sleeping-experts for phrases algorithm is as follows.

**The sleeping-experts algorithm for phrases**

**Input Parameters:** \( \beta \in (0, 1), \theta_C \in (0, 1) \), number of labeled documents \( T \)  
**Initialize:** Pool \( \leftarrow \emptyset \)  
**Do for** \( t=1, 2, \ldots, T \)
1. Receive a new document \( w'_1, w'_2, \ldots , w'_l \), and its classification \( c' \).

2. Define the set of active phrases:
   \[
   W' = \{ \bar{w} | \bar{w} = w'_1, w'_2, \ldots , w'_l, \; 1 \leq i_1 < i_2 < \ldots < i_{j-1} < i_j \leq l, \; i_j - i_1 < n \} \]

3. Define the set of active mini-experts:
   \[
   E' = \{ \bar{w}_k | \bar{w} \in W', k \in \{0,1\} \} \]

4. Initialize the weights of new mini-experts:
   \[
   \forall \bar{w}_k \in E' \; s.t. \; \bar{w}_k \notin \text{Pool} : \; p'^1_{\bar{w}_k} = 1 \]

5. Classify the document as positive if
   \[
   y' = \frac{\sum_{\bar{w} \in E'} \beta^1_{\bar{w}}}{\sum_{\bar{w} \in \text{Pool}} \sum_{\bar{w} \in E'} p'^1_{\bar{w}}} > \theta_C \]

6. Update weights:
   \[
   l(\bar{w}_k) = \begin{cases} 
   0, & \text{if } c' = k \\
   1, & \text{if } c' \neq k
   \end{cases}
   \Rightarrow \quad p'^{t+1}_{\bar{w}_k} = p'^t_{\bar{w}_k} \times \beta^{l(\bar{w}_k)} = \begin{cases} 
   p'^t_{\bar{w}_k}, & \text{if } c' = k \\
   \beta \times p'^t_{\bar{w}_k}, & \text{if } c' \neq k
   \end{cases}
   \]

7. Renormalize weights:
   \[
   \begin{align*}
   (a) \quad Z_t &= \sum_{\bar{w}_k \in E'} p'^t_{\bar{w}_k} \\
   (b) \quad Z_{t+1} &= \sum_{\bar{w}_k \in E'} p'^{t+1}_{\bar{w}_k} \\
   (c) \quad p'^{t+1}_{\bar{w}_k} &= \frac{Z_{t+1}}{Z_t} p'^{t+1}_{\bar{w}_k}
   \end{align*}
   \]

8. Update: \( \text{Pool} \leftarrow \text{Pool} \cup E' \).

In this algorithm, the master algorithm maintains a pool, recording the sparse phrases that appeared in the previous documents and a set \( p \), containing one weight for each sparse phrase in the pool.

This algorithm iterates over all the \( T \) labeled examples to update the weight set \( p \). Particularly, at each time step \( t \), we have a document \( w'_1, w'_2, \ldots , w'_l \) with length \( l \), and its classification label \( c' \) (step 1). In step 2, we search for a set of active phrases, denoted by \( W' \) from the given document. Step 3 defines two active mini-experts \( \bar{w}_1 \) and \( \bar{w}_0 \) for each phrase \( \bar{w} \) where \( \bar{w}_1 \) (\( \bar{w}_0 \)) predicts the document belongs to the class (does not belong to the class). Obviously, given the actual class label, only one of them is correct. In step 4, this algorithm initializes the weights of new mini-experts (not in the pool) as 1. Step 5 classifies the document by calculating the weighted sum of the mini-experts and storing the sum into the variable \( y' \) — the document is classified as positive (class 1) if \( y' > \theta_C \); otherwise the negative (class 0). \( \theta_C = \frac{1}{2} \) has been set to minimize the errors and get a balanced precision and recall. After performing classification, Step 6 updated weights to reflect the correlation between the classification results and the actual class label. It first computes the loss \( l(\bar{w}_k) \) of each mini-expert \( \bar{w}_k \) — if the predicted label is equal to the actual label, then the loss \( l(\bar{w}_k) \) is zero; 1 otherwise. The weight of each expert is then multiplied by a factor \( \beta^{l(\bar{w}_k)} \) where \( \beta < 1 \) is called the learning rate, which controls how quickly the weights are updated. The value for \( \beta \) is in the range \([0.1,0.5]\). Basically, this algorithm keeps the weight of the correctly classified mini-expert unchanged but lowers the weight of the wrongly classified mini-expert by multiplying \( \beta \). Finally, step 7 normalizes the active mini-experts so that the total weight of the active mini-experts does not change. In effect, this re-normalization is to increase the weights of the mini-experts that were correct in classification.
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5.4.2 Intrusion Detection

Nowadays, network-based computer systems play crucial roles in society. However, criminals have attempted to intrude into and compromise these systems in various manners. According to Heady [72], an intrusion is defined as any set of actions that attempt to compromise the integrity, confidentiality, or availability of a resource, e.g., illegally accessing administrator or superuser privilege, attacking and rendering a system out of services, etc. While some intrusion prevention techniques, such as user authentication by using passwords or biometrics as well as information protection by encryption, have been applied, they are not sufficient to address this problem as these systems typically have weaknesses due to their designs and programming errors [73]. As such, intrusion detection systems are thus imperative to serve as an additional shield to protect these computer systems from malicious activities or policy violations by closely monitoring the network and system activities.

There are some existing intrusion detection systems, which are manually constructed to protect a computer system based on some prior knowledge, such as known intrusion behaviors and the current computer system information. However, when facing new computer system environments and newly designed attacking/intruding methods, these types of manual and ad hoc intrusion detection systems are not flexible enough and will not be effective any more due to their limited adaptability.

We introduce a generic framework for building an intrusion detection system by analyzing the audit data [74], which refers to time-stamped data streams that can be used for detecting intrusions. The system first mines the audit data to detect the frequent activity patterns, which are in turn used to guide the selection of system features as well as construction of additional temporal and statistical features. Classifiers can then be built based on these features and served as intrusion detection models to classify whether an observed system activity is legitimate or intrusive. Compared with those methods with hand-crafted intrusion signatures to represent the intrusive activities, the approach has more generalized detection capabilities.

In general, there are two types of intrusion detection techniques, namely, anomaly detection and misuse detection. Anomaly detection determines whether deviation from an established normal behavior profile is an intrusion. In particular, a profile typically comprises a few statistical measures on system activities, e.g., frequency of system commands during a user login session and CPU usage. Deviation from a profile can then be calculated as the weighted sum of the deviations of the constituent statistical measures. Essentially, this is an unsupervised method as it does not need users to provide known specific intrusions to learn from, and it can detect unknown, abnormal, and suspicious activities. The challenging issue for anomaly detection is how to define and maintain normal profiles — improper definition, such as lack of sufficient examples to represent different types of normal activities, could lead to high level false alarms, i.e., some non-intrusion activities are flagged as intrusions.

Misuse detection, on the other hand, exploits known intrusion activities/patterns (e.g., more than three consecutive failed logins within a few minutes is a penetration attempt) or weak spots of a system (e.g., system utilities that have the “buffer overflow” vulnerabilities) as training data to identify intrusions. Compared with anomaly detection, misuse detection is a supervised learning method, which can be used to identify those known intrusions effectively and efficiently as long as they are similar to the training intrusions. However, it cannot detect unknown or newly invented attacks that could lead to unacceptable false negative error rates, i.e., some real intrusions are not able to be detected.

In order to perform intrusion predictions, we need to access those rich audit data that record system activities/events, the evidence of legitimate and intrusive users, as well as program activities. Anomaly detection searches for the normal usage patterns from the audit data while misuse detection encodes and matches intrusion patterns using the audit data [74].

For example, anomaly detection was performed for system programs [74], such as sendmail, as intruders use them to perform additional malicious activities. From the sequence of run-time system
calls (e.g., open, read, etc), the audit data were segmented into a list of records, each of which had 11 consecutive system calls. RIPPER has been employed to detect rules that serve as normal (execution) profiles. In total, 252 rules are mined to characterize the normal co-occurrences of these system calls and to identify the intrusions that deviate from the normal system calls.

In addition, another type of intrusions, where intruders aim to disrupt network services by attacking the weakness in TCP/IP protocols, has also been identified [74]. By processing the raw packet-level data, it is possible to create a time series of connection-level records that capture the connection information such as duration, number of bytes transferred in each direction, and the flag that specifies whether there is an error according to the protocol etc. Once again, RIPPER has been applied to mine 20 rules that serve as normal network profile, characterizing the normal traffic patterns for each network service. Given the temporal nature of activity sequences [75], the temporal measures over features and the sequential correlation of features are particularly useful for accurate identification. Note the above anomaly detection methods need sufficient data which can cover as much variation of the normal behaviors as possible. Otherwise, given insufficient audit data, the anomaly detection will not be successful as some normal activities will be flagged as intrusions.

5.4.3 Using Class Association Rules for Diagnostic Data Mining

Liu et al [25] reported a deployed data mining system for Motorola, called Opportunity Map, that is based on class association rules mined from CBA [30]. The original objective of the system was to identify causes of cellular phone call failures. Since its deployment in 2006, it has been used for all kinds of applications.

The original data set contained cellular phone call records, and has more than 600 attributes and millions of records. After some pre-processing by domain experts, about 200 attributes are regarded as relevant to call failures. The data set is like any classification data set. Some of the attributes are continuous and some are discrete. One attribute indicates the final disposition of the call such as failed during setup, dropped while in progress, and ended successfully. This attribute is the class attribute in classification with discrete values. Two types of mining are usually performed with this kind of data:

1. Predictive data mining: The objective is to build predictive or classification models that can be used to classify future cases or to predict the classes of future cases. This has been the focus of research of the machine learning community.

2. Diagnostic data mining: The objective here is usually to understand the data and to find causes of some problems in order to solve the problems. No prediction or classification is needed.

In the above example, the problems are failed during setup and dropped while in progress. A large number of data mining applications in engineering domains are of this type because product improvement is the key task. The above application falls into the second type. The objective is not prediction, but to better understand the data and to find causes of call failures or to identify situations in which calls are more likely to fail. That is, the user wants interesting and actionable knowledge. Clearly, the discovered knowledge has to be understandable. Class association rules are suitable for this application.

It is easy to see that such kinds of rules can be produced by classification algorithms such as decision trees and rule induction (e.g., CN2 and RIPPER), but they are not suitable for the task due to three main reasons:

1. A typical classification algorithm only finds a very small subset of the rules that exist in data. Most of the rules are not discovered because their objective is to find only enough rules for classification. However, the subset of discovered rules may not be useful in the application. Those useful rules are left undiscovered. We call this the completeness problem.
2. Due to the completeness problem, the context information of rules are lost, which makes rule analysis later very difficult as the user does not see the complete information.

3. Since the rules are for classification purposes, they usually contain many conditions in order to achieve high accuracy. Long rules are, however, of limited use according to our experience because the engineers can hardly take any action based on them. Furthermore, the data coverage of long rules is often so small that it is not worth doing anything about them.

Class association rule mining [30] is found to be more suitable as it generates all rules. The Opportunity Map system basically enables the user to visualize class association rules in all kinds of ways through OLAP operations in order to find those interesting rules that meet the user needs.

5.4.4 Gene Expression Data Analysis

In recent years, association rule mining techniques have been applied in the bioinformatics domain, e.g., detecting patterns, and clustering or classifying gene expression data [39, 50, 66]. Microarray technology enables us to measure the expression levels of tens of thousands of genes in cells simultaneously [66] and has been applied in various clinical research [39]. The gene expression datasets generated by microarray technology typically contain a large number of columns (corresponding to tens of thousands of human genes) but a much smaller number of rows (corresponding to only tens or hundreds of conditions), which can be considered as tens or hundreds of very high-dimensional data. This is in contrast to those typical transaction databases that have many more rows (e.g., millions of transactions) than columns (tens or hundreds of features).

The objective of microarray dataset analysis is to detect important correlations between gene expression patterns (genes and their corresponding expression value ranges) and disease outcomes (certain cancer or normal status), which are very useful biomedical knowledge and can be utilized for clinical diagnostic purposes [67, 68].

The rules that can be detected from gene expression data are in the following form:

\[ gene_1[a_1,b_1], \ldots, gene_n[a_n,b_n] \rightarrow \text{class} \]  

where \( gene_i \) is the name of a gene and \([a_i, b_i]\) is its expression value range or interval. In other words, the antecedent of the rule in Equation 5.11 consists of a set of conjunctive gene expression level intervals and the consequent is a single class label. For example, \( X95735[-\infty, 994] \rightarrow \text{ALL} \) is a rule that was discovered from the gene expression profiles of ALL/AML tissues [50]. It has only one condition for gene \( X95735 \), whose expression value is less than 994. We have two classes for the dataset where class ALL stands for Acute Lymphocytic Leukemia cancer and AML stands for Acute Myelogenous Leukemia cancer. Obviously, association rules are very useful in analyzing gene expression data. The discovered rules, due to their simplicity, can be easily interpreted by clinicians and biologists, which provides direct insights and potential knowledge that could be used for medical diagnostic purposes. This is quite different from other machine learning methods, such as Support Vector Machines (SVM), which typically serve as a black box in many applications. Although they could be more accurate in certain datasets for classification purposes, it is almost impossible to convince clinicians to adopt their predictions for diagnostics in practice, as the logic behind the predictions is hard to explain compared with rule-based methods.

RCBT [50], Refined Classification Based on Top-k covering rule groups (TopkRGS), was proposed to address two challenging issues in mining the gene expression data. First, a huge number of rules can be mined from the high-dimensional gene expression dataset, even with rather high minimum support and confidence thresholds. It will be extremely difficult for biologists/clinicians to dig out clinically useful rules or diagnostic knowledge from a large amount of rules. Secondly, the high dimensionality (tens of thousands of genes) and the huge number of rules leads to an extremely long mining process.
TABLE 5.3: Example of Gene Expression Data and Rule Groups

<table>
<thead>
<tr>
<th>Rows/conditions</th>
<th>Discretized gene expression data</th>
<th>Class label</th>
</tr>
</thead>
<tbody>
<tr>
<td>r1</td>
<td>a, b, c, d, e</td>
<td>C</td>
</tr>
<tr>
<td>r2</td>
<td>a, b, c, o, p</td>
<td>C</td>
</tr>
<tr>
<td>r3</td>
<td>c, d, e, f, g</td>
<td>C</td>
</tr>
<tr>
<td>r4</td>
<td>c, d, e, f, g</td>
<td>¬C</td>
</tr>
<tr>
<td>r5</td>
<td>e, f, g, h, o</td>
<td>¬C</td>
</tr>
</tbody>
</table>

To address the above challenging problems, RCBT discovers the most significant TopkRGS for each row of a gene expression dataset. Note that TopkRGS can provide a more complete description for each row, which is different from existing interestingness measures that may fail to discover any interesting rules to cover some of the rows if given a higher support threshold. As such, the information in those rows that are not covered will not be captured in the set of rules. Given that gene expression datasets have a small number of rows, RCBT will not lose important knowledge.

Particularly, the rule group conceptually clusters rules from the same set of rows. We use the example in Table 5.3 to illustrate the concept of a rule group [50]. Note the gene expression data in Table 5.3 have been discretized. They consist of 5 rows, namely, r1, r2, ..., r5 where the first three rows have class label C while the last two have label ¬C. Given an item set I, its Item Support Set, denoted $R(I)$, is defined as the largest set of rows that contain I. For example, given item set $I = \{a, b\}$, its Item Support Set, $R(I) = \{r1, r2\}$. In fact, we observe that $R(a) = R(b) = R(ab) = R(ac) = R(bc) = R(abc) = \{r1, r2\}$. As such, they make up a rule group $\{a \rightarrow C, b \rightarrow C, ..., abc \rightarrow C\}$ of consequent C, with the upper bound $abc \rightarrow C$ and the lower bounds $a \rightarrow C, a \rightarrow C, b \rightarrow C$.

Obviously all rules in the same rule group have the exactly same support and confidence since they are essentially derived from the same subset of rows [50], i.e. $\{r1, r2\}$ in the above example. We can easily identify the remaining rule members based on the upper bound and all the lower bounds of a rule group. In addition, the significance of different rule groups can be evaluated based on both their confidence and support scores.

In addition, RCBT has designed a row enumeration technique as well as several pruning strategies that make the rule mining process very efficient. A classifier has been constructed from the top-k covering rule groups. Given a test instance, RCBT also aims to reduce the chance of classifying it based on the default class by building additional stand-by classifiers. Specifically, given $k$ sets of rule groups $RG1, ..., RGk$, $k$ classifiers $CL1, ..., CLK$ are built where $CL1$ is the main classifier and $CL2, ..., CLK$ are stand-by classifiers. It makes a final classification decision by aggregating voting scores from all the classifiers.

A number of experiments have been carried out on real bioinformatics datasets, showing that the RCBT algorithm is orders of magnitude faster than previous association rule mining algorithms.

5.5 Discussion and Conclusion

In this chapter, we discussed two types of popular rule-based classification approaches, i.e., rule induction and classification based on association rules. Rule induction algorithms generate a small set of rules directly from the data. Well-known systems include AQ by Michalski et al. [36], CN2 by Clark and Niblett [9], FOIL by Quinlan [10], FOCL by Pazzani et al. [37], I-REP by Furnkranz and Widmer [11], and RIPPER by Cohen [13]. Using association rules to build classifiers was proposed by Liu et al. in [30], which also reported the CBA system. CBA selects a small subset
of class association rules as the classifier. Other classifier building techniques include combining multiple rules by Li et al. [31], using rules as features by Meretakis and Wuthrich [38], Antonie and Zaiane [32], Deshpande and Karypis [33], and Lesh et al. [35], generating a subset of rules by Cong et al. [39], Wang et al. [40], Yin and Han [41], and Zaki and Aggarwal [44]. Additional systems include those by Li et al. [45], Yang et al. [46], etc.

Note that well-known decision tree methods [4], such as ID3 and C4.5, build a tree structure for classification. The tree has two different types of nodes, namely decision nodes (internal nodes) and leaf nodes. A decision node specifies a test based on a single attribute while a leaf node indicates a class label. A decision tree can also be converted to a set of IF-THEN rules. Specifically, each path from the root to a leaf forms a rule where all the decision nodes along the path form the conditions of the rule and the leaf node forms the consequent of the rule. The main differences between decision tree and rule induction are in their learning strategy and rule understandability. Decision tree learning uses the divide-and-conquer strategy. In particular, at each step, all attributes are evaluated and one is selected to partition the data into disjoint subsets, where is the number of values of the attribute. Rule induction, however, uses the separate-and-conquer strategy, which evaluates all attribute-value pairs (conditions) and selects only one. Thus, each step of divide-and-conquer expands rules, while each step of separate-and-conquer expands only one rule. On top of that, the number of attribute-value pairs are much larger than the number of attributes. Due to these two effects, the separate-and-conquer strategy is much slower than the divide-and-conquer strategy. In terms of rule understandability, while if-then rules are easy to understand by human beings, we should be cautious about rules generated by rule induction (e.g., using the sequential covering strategy) since they are generated in order. Such rules can be misleading because the covered data are removed after each rule is generated. Thus the rules in the rule list are not independent of each other. In addition, a rule may be of high quality in the context of the data from which it was generated. However, it may be a very weak rule with a very low accuracy (confidence) in the context of the whole data set because many training examples that can be covered by have already been removed by rules generated before . If you want to understand the rules generated by rule induction and possibly use them in some real-world applications, you should be aware of this fact. The rules from decision trees, on the other hand, are independent of each other and are also mutually exclusive. The main differences between decision tree (or a rule induction system) and class association rules (CARs) are in their mining algorithms and the final rule sets. CARs mining detects all rules in data that satisfy the user-specified minimum support (minsup) and minimum confidence (minconf) constraints while a decision tree or a rule induction system detects only a small subset of the rules for classification. In many real-world applications, rules that are not found in the decision tree (or a rule list) may be able to perform classification more accurately. Empirical comparisons have demonstrated that in many cases, classification based on CARs performs more accurately than decision trees and rule induction systems.

The complete set of rules from CARs mining could also be beneficial from a rule usage point of view. For example, in a real-world application for finding causes of product problems (e.g., for diagnostic purposes), more rules are preferred to fewer rules because with more rules, the user is more likely to find rules that indicate the causes of the problems. Such rules may not be generated by a decision tree or a rule induction system. A deployed data mining system based on CARs is reported in [25]. Finally, CARs mining, like standard association rule mining, can only take discrete attributes for its rule mining, while decision trees can deal with continuous attributes naturally. Similarly, rule induction can also use continuous attributes. But for CARs mining, we first need to apply an attribute discretization algorithm to automatically discretize the value range of a continuous attribute into suitable intervals [47, 48], which are then considered as discrete values to be used for CARs mining algorithms. This is not a problem as there are many discretization algorithms available.
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6.1 Introduction

Most classification methods are based on building a model in the training phase, and then using this model for specific test instances, during the actual classification phase. Thus, the classification process is usually a two-phase approach that is cleanly separated between processing training and test instances. As discussed in the introduction chapter of this book, these two phases are as follows:

- **Training Phase:** In this phase, a model is constructed from the training instances.
- **Testing Phase:** In this phase, the model is used to assign a label to an unlabeled test instance.

Examples of models that are created during the first phase of training are decision trees, rule-based methods, neural networks, and support vector machines. Thus, the first phase creates *pre-compiled abstractions* or *models* for learning tasks. This is also referred to as *eager* learning, because the models are constructed in an eager way, without waiting for the test instance. In instance-based
learning, this clean separation between the training and testing phase is usually not present. The specific instance, which needs to be classified, is used to create a model that is local to a specific test instance. The classical example of an instance-based learning algorithm is the \( k \)-nearest neighbor classification algorithm, in which the \( k \) nearest neighbors of a classifier are used in order to create a local model for the test instance. An example of a local model using the \( k \) nearest neighbors could be that the majority class in this set of \( k \) instances is reported as the corresponding label, though more complex models are also possible. Instance-based learning is also sometimes referred to as lazy learning, since most of the computational work is not done upfront, and one waits to obtain the test instance, before creating a model for it [9]. Clearly, instance-based learning has a different set of tradeoffs, in that it requires very little or no processing for creating a global abstraction of the training data, but can sometimes be expensive at classification time. This is because instance-based learning typically has to determine the relevant local instances, and create a local model from these instances at classification time. While the obvious way to create a local model is to use a \( k \)-nearest neighbor classifier, numerous other kinds of lazy solutions are possible, which combine the power of lazy learning with other models such as locally-weighted regression, decision trees, rule-based methods, and SVM classifiers [15, 36, 40, 77]. This chapter will discuss all these different scenarios. It is possible to use the traditional “eager” learning methods such as Bayes methods [38], SVM methods [40], decision trees [62], or neural networks [64] in order to improve the effectiveness of local learning algorithms, by applying them only on the local neighborhood of the test instance at classification time.

It should also be pointed out that many instance-based algorithms may require a pre-processing phase in order to improve the efficiency of the approach. For example, the efficiency of a nearest neighbor classifier can be improved by building a similarity index on the training instances. In spite of this pre-processing phase, such an approach is still considered lazy learning or instance-based learning since the pre-processing phase is not really a classification model, but a data structure that enables efficient implementation of the run-time modeling for a given test instance.

Instance-based learning is related to but not quite the same as case-based reasoning [1, 60, 67], in which previous examples may be used in order to make predictions about specific test instances. Such systems can modify cases or use parts of cases in order to make predictions. Instance-based methods can be viewed as a particular kind of case-based approach, which uses specific kinds of algorithms for instance-based classification. The framework of instance-based algorithms is more amenable for reducing the computational and storage requirements, noise and irrelevant attributes. However, these terminologies are not clearly distinct from one another, because many authors use the term “case-based learning” in order to refer to instance-based learning algorithms. Instance-specific learning can even be extended to distance function learning, where instance-specific distance functions are learned, which are local to the query instance [76].

Instance-based learning methods have several advantages and disadvantages over traditional learning methods. The lazy aspect of instance-based learning is its greatest advantage. The global pre-processing approach of eager learning algorithms is inherently myopic to the characteristics of specific test instances, and may create a model, which is often not optimized towards specific instances. The advantage of instance-based learning methods is that they can be used in order to create models that are optimized to specific test instances. On the other hand, this can come at a cost, since the computational load of performing the classification can be high. As a result, it may often not be possible to create complex models because of the computational requirements. In some cases, this may lead to oversimplification. Clearly, the usefulness of instance-based learning (as in all other class of methods) depends highly upon the data domain, size of the data, data noisiness and dimensionality. These aspects will be covered in some detail in this chapter.

This chapter will provide an overview of the basic framework for instance-based learning, and the many algorithms that are commonly used in this domain. Some of the important methods such as nearest neighbor classification will be discussed in more detail, whereas others will be covered at a much higher level. This chapter is organized as follows. Section 6.2 introduces the basic framework
for instance-based learning. The most well-known instance-based method is the nearest neighbor classifier. This is discussed in Section 6.3. Lazy SVM classifiers are discussed in Section 6.4. Locally weighted methods for regression are discussed in section 6.5. Locally weighted naive Bayes methods are introduced in Section 6.6. Methods for constructing lazy decision trees are discussed in Section 6.7. Lazy rule-based classifiers are discussed in Section 6.8. Methods for using neural networks in the form of radial basis functions are discussed in Section 6.9. The advantages of lazy learning for diagnostic classification are discussed in Section 6.10. The conclusions and summary are discussed in Section 6.11.

6.2 Instance-Based Learning Framework

The earliest instance-based algorithms were synonymous with nearest neighbor pattern classification [31, 33], though the field has now progressed well beyond the use of such algorithms. These algorithms were often criticized for a number of shortcomings, especially when the data is high dimensional, and distance-function design is too challenging [45]. In particular, they were seen to be computationally expensive, intolerant of attribute noise, and sensitive to the choice of distance function [24]. Many of these shortcomings have subsequently been addressed, and these will be discussed in detail in this chapter.

The principle of instance-based methods was often understood in the earliest literature as follows:

“... similar instances have similar classification.” (Page 41, [11])

However, a broader and more powerful principle to characterize such methods would be:

Similar instances are easier to model with a learning algorithm, because of the simplification of the class distribution within the locality of a test instance.

Note that the latter principle is a bit more general than the former, in that the former principle seems to advocate the use of a nearest neighbor classifier, whereas the latter principle seems to suggest that locally optimized models to the test instance are usually more effective. Thus, according to the latter philosophy, a vanilla nearest neighbor approach may not always obtain the most accurate results, but a locally optimized regression classifier, Bayes method, SVM or decision tree may sometimes obtain better results because of the simplified modeling process [18, 28, 38, 77, 79]. This class of methods is often referred to as lazy learning, and often treated differently from traditional instance-based learning methods, which correspond to nearest neighbor classifiers. Nevertheless, the two classes of methods are closely related enough to merit a unified treatment. Therefore, this chapter will study both the traditional instance-based learning methods and lazy learning methods within a single generalized umbrella of instance-based learning methods.

The primary output of an instance-based algorithm is a concept description. As in the case of a classification model, this is a function that maps instances to category values. However, unlike traditional classifiers, which use extensional concept descriptions, instance-based concept descriptions may typically contain a set of stored instances, and optionally some information about how the stored instances may have performed in the past during classification. The set of stored instances can change as more instances are classified over time. This, however, is dependent upon the underlying classification scenario being temporal in nature. There are three primary components in all instance-based learning algorithms.
1. **Similarity or Distance Function:** This computes the similarities between the training instances, or between the test instance and the training instances. This is used to identify a locality around the test instance.

2. **Classification Function:** This yields a classification for a particular test instance with the use of the locality identified with the use of the distance function. In the earliest descriptions of instance-based learning, a nearest neighbor classifier was assumed, though this was later expanded to the use of any kind of locally optimized model.

3. **Concept Description Updater:** This typically tracks the classification performance, and makes decisions on the choice of instances to include in the concept description.

Traditional classification algorithms construct explicit abstractions and generalizations (e.g., decision trees or rules), which are constructed in an eager way in a pre-processing phase, and are independent of the choice of the test instance. These models are then used in order to classify test instances. This is different from instance-based learning algorithms, where instances are used along with the training data to construct the concept descriptions. Thus, the approach is lazy in the sense that knowledge of the test instance is required before model construction. Clearly the tradeoffs are different in the sense that “eager” algorithms avoid too much work at classification time, but are myopic in their ability to create a specific model for a test instance in the most accurate way. Instance-based algorithms face many challenges involving efficiency, attribute noise, and significant storage requirements. A work that analyzes the last aspect of storage requirements is discussed in [72].

While nearest neighbor methods are almost always used as an intermediate step for identifying data locality, a variety of techniques have been explored in the literature beyond a majority vote on the identified locality. Traditional modeling techniques such as decision trees, regression modeling, Bayes, or rule-based methods are commonly used to create an optimized classification model around the test instance. It is the optimization inherent in this localization that provides the greatest advantages of instance-based learning. In some cases, these methods are also combined with some level of global pre-processing so as to create a combination of instance-based and model-based algorithms [55]. In any case, many instance-based methods combine typical classification generalizations such as regression-based methods [15], SVMs [54, 77], rule-based methods [36], or decision trees [40] with instance-based methods. Even in the case of pure distance-based methods, some amount of model building may be required at an early phase for learning the underlying distance functions [75]. This chapter will also discuss such techniques within the broader category of instance-based methods.

### 6.3 The Nearest Neighbor Classifier

The most commonly used instance-based classification method is the nearest neighbor method. In this method, the nearest \( k \) instances to the test instance are determined. Then, a simple model is constructed on this set of \( k \) nearest neighbors in order to determine the class label. For example, the majority class among the \( k \) nearest neighbors may be reported as the relevant label. For the purpose of this paper, we always use a binary classification (two label) assumption, in which case the use of the majority class is relevant. However, the method can be easily extended to the multi-class scenario very easily by using the class with the largest presence, rather than the majority class. Since the different attributes may be defined along different scales (e.g., age versus salary), a common approach is to scale the attributes either by their respective standard deviations or the observed range of that attribute. The former is generally a more sound approach from a statistical
point of view. It has been shown in [31] that the nearest neighbor rule provides at most twice the error as that provided by the local Bayes probability.

Such an approach may sometimes not be appropriate for imbalanced data sets, in which the rare class may not be present to a significant degree among the nearest neighbors, even when the test instance belongs to the rare class. In the case of cost-sensitive classification or rare-class learning the majority class is determined after weighting the instances with the relevant costs. These methods will be discussed in detail in Chapter 17 on rare class learning. In cases where the class label is continuous (regression modeling problem), one may use the weighted average numeric values of the target class. Numerous variations on this broad approach are possible, both in terms of the distance function used or the local model used for the classification process.

- The choice of the distance function clearly affects the behavior of the underlying classifier. In fact, the problem of distance function learning [75] is closely related to that of instance-based learning since nearest neighbor classifiers are often used to validate distance-function learning algorithms. For example, for numerical data, the use of the euclidian distance assumes a spherical shape of the clusters created by different classes. On the other hand, the true clusters may be ellipsoidal and arbitrarily oriented with respect to the axis system. Different distance functions may work better in different scenarios. The use of feature-weighting [69] can also change the distance function, since the weighting can change the contour of the distance function to match the patterns in the underlying data more closely.

- The final step of selecting the model from the local test instances may vary with the application. For example, one may use the majority class as the relevant one for classification, a cost-weighted majority vote, or a more complex classifier within the locality such as a Bayes technique [38, 78].

One of the nice characteristics of the nearest neighbor classification approach is that it can be used for practically any data type, as long as a distance function is available to quantify the distances between objects. Distance functions are often designed with a specific focus on the classification task [21]. Distance function design is a widely studied topic in many domains such as time-series data [42], categorical data [22], text data [56], and multimedia data [58] or biological data [14]. Entropy-based measures [29] are more appropriate for domains such as strings, in which the distances are measured in terms of the amount of effort required to transform one instance to the other. Therefore, the simple nearest neighbor approach can be easily adapted to virtually every data domain. This is a clear advantage in terms of usability. A detailed discussion of different aspects of distance function design may be found in [75].

A key issue with the use of nearest neighbor classifiers is the efficiency of the approach in the classification process. This is because the retrieval of the $k$ nearest neighbors may require a running time that is linear in the size of the data set. With the increase in typical data sizes over the last few years, this continues to be a significant problem [13]. Therefore, it is useful to create indexes, which can efficiently retrieve the $k$ nearest neighbors of the underlying data. This is generally possible for many data domains, but may not be true of all data domains in general. Therefore, scalability is often a challenge in the use of such algorithms. A common strategy is to use either indexing of the underlying instances [57], sampling of the data, or aggregations of some of the data points into smaller clustered pseudo-points in order to improve accuracy. While the indexing strategy seems to be the most natural, it rarely works well in the high dimensional case, because of the curse of dimensionality. Many data sets are also very high dimensional, in which case a nearest neighbor index fails to prune out a significant fraction of the data points, and may in fact do worse than a sequential scan, because of the additional overhead of indexing computations.

Such issues are particularly challenging in the streaming scenario. A common strategy is to use very fine grained clustering [5, 7] in order to replace multiple local instances within a small cluster (belonging to the same class) with a pseudo-point of that class. Typically, this pseudo-point is the
centroid of a small cluster. Then, it is possible to apply a nearest neighbor method on these pseudo-points in order to obtain the results more efficiently. Such a method is desirable, when scalability is of great concern and the data has very high volume. Such a method may also reduce the noise that is associated with the use of individual instances for classification. An example of such an approach is provided in [7], where classification is performed on a fast data stream, by summarizing the stream into micro-clusters. Each micro-cluster is constrained to contain data points only belonging to a particular class. The class label of the closest micro-cluster to a particular instance is reported as the relevant label. Typically, the clustering is performed with respect to different time-horizons, and a cross-validation approach is used in order to determine the time-horizon that is most relevant at a given time. Thus, the model is instance-based in a dual sense, since it is not only a nearest neighbor classifier, but it also determines the relevant time horizon in a lazy way, which is specific to the time-stamp of the instance. Picking a smaller time horizon for selecting the training data may often be desirable when the data evolves significantly over time. The streaming scenario also benefits from laziness in the temporal dimension, since the most appropriate model to use for the same test instance may vary with time, as the data evolves. It has been shown in [7], that such an “on demand” approach to modeling provides more effective results than eager classifiers, because of its ability to optimize for the test instance from a temporal perspective. Another method that is based on the nearest neighbor approach is proposed in [17]. This approach detects the changes in the distribution of the data stream on the past window of instances and accordingly re-adjusts the classifier. The approach can handle symbolic attributes, and it uses the Value Distance Metric (VDM) [60] in order to measure distances. This metric will be discussed in some detail in Section 6.3.1 on symbolic attributes.

A second approach that is commonly used to speed up the approach is the concept of instance selection or prototype selection [27, 41, 72, 73, 81]. In these methods, a subset of instances may be pre-selected from the data, and the model is constructed with the use of these pre-selected instances. It has been shown that a good choice of pre-selected instances can often lead to improvement in accuracy, in addition to the better efficiency [72, 81]. This is because a careful pre-selection of instances reduces the noise from the underlying training data, and therefore results in better classification. The pre-selection issue is an important research issue in its own right, and we refer the reader to [41] for a detailed discussion of this important aspect of instance-based classification. An empirical comparison of the different instance selection algorithms may be found in [47].

In many rare class or cost-sensitive applications, the instances may need to be weighted differently corresponding to their importance. For example, consider an application in which it is desirable to use medical data in order to diagnose a specific condition. The vast majority of results may be normal, and yet it may be costly to miss a case where an example is abnormal. Furthermore, a nearest neighbor classifier (which does not weight instances) will be naturally biased towards identifying instances as normal, especially when they lie at the border of the decision region. In such cases, costs are associated with instances, where the cost associated with an abnormal instance is the same as the relative cost of misclassifying it (false negative), as compared to the cost of misclassifying a normal instance (false positive). The weights on the instances are then used for the classification process.

Another issue with the use of nearest neighbor methods is that it does not work very well when the dimensionality of the underlying data increases. This is because the quality of the nearest neighbor decreases with an increasing number of irrelevant attributes [45]. The noise effects associated with the irrelevant attributes can clearly degrade the quality of the nearest neighbors found, especially when the dimensionality of the underlying data is high. This is because the cumulative effect of irrelevant attributes often becomes more pronounced with increasing dimensionality. For the case of numeric attributes, it has been shown [2], that the use of fractional norms (i.e. $L_p$-norms for $p < 1$) provides superior quality results for nearest neighbor classifiers, whereas $L_\infty$ norms provide the poorest behavior. Greater improvements may be obtained by designing the distance function
more carefully, and weighting more relevant ones. This is an issue that will be discussed in detail in later subsections.

In this context, the issue of distance-function design is an important one [50]. In fact, an entire area of machine learning has been focussed on distance function design. Chapter 18 of this book has been devoted entirely to distance function design, and an excellent survey on the topic may be found in [75]. A discussion of the applications of different similarity methods for instance-based classification may be found in [32]. In this section, we will discuss some of the key aspects of instance-function design, which are important in the context of nearest neighbor classification.

### 6.3.1 Handling Symbolic Attributes

Since most natural distance functions such as the $L_p$-norms are defined for numeric attributes, a natural question arises as to how the distance function should be computed in data sets in which some attributes are symbolic. While it is always possible to use a distance-function learning approach [75] for an arbitrary data type, a simpler and more efficient solution may sometimes be desirable. A discussion of several unsupervised symbolic distance functions is provided in [22], though it is sometimes desirable to use the class label in order to improve the effectiveness of the distance function.

A simple, but effective supervised approach is to use the value-difference-metric (VDM), which is based on the class-distribution conditional on the attribute values [60]. The intuition here is that similar symbolic attribute values will show similar class distribution behavior, and the distances should be computed on this basis. Thus, this distance function is clearly a supervised one (unlike the euclidian metric), since it explicitly uses the class distributions in the training data.

Let $x_1$ and $x_2$ be two possible symbolic values for an attribute, and $P(C_i|x_1)$ and $P(C_i|x_2)$ be the conditional probabilities of class $C_i$ for these values, respectively. These conditional probabilities can be estimated in a data-driven manner. Then, the value different metric $VDM(x_1, x_2)$ is defined as follows:

$$VDM(x_1, x_2) = \sum_{i=1}^{k} (P(C_i|x_1) - P(C_i|x_2))^q$$  \hfill (6.1)

Here, the parameter $q$ can be chosen either on an ad hoc basis, or in a data-driven manner. This choice of metric has been shown to be quite effective in a variety of instance-centered scenarios [36, 60]. Detailed discussions of different kinds of similarity functions for symbolic attributes may be found in [22, 30].

### 6.3.2 Distance-Weighted Nearest Neighbor Methods

The simplest form of the nearest neighbor method is when the the majority label among the $k$-nearest neighbor distances is used. In the case of distance-weighted neighbors, it is assumed that all nearest neighbors are not equally important for classification. Rather, an instance $i$, whose distance $d_i$ to the test instance is smaller, is more important. Then, if $c_i$ is the label for instance $i$, then the number of votes $V(j)$ for class label $j$ from the $k$-nearest neighbor set $S_k$ is as follows:

$$V(j) = \sum_{i \in S_k, c_i=j} f(d_i)$$  \hfill (6.2)

Here $f(\cdot)$ is either an increasing or decreasing function of its argument, depending upon when $d_i$ represents similarity or distance, respectively. It should be pointed out that if the appropriate weight is used, then it is not necessary to use the $k$ nearest neighbors, but simply to perform this average over the entire collection.
6.3.3 Local Distance Scaling

A different way to improve the quality of the $k$-nearest neighbors is by using a technique, that is referred to as local distance scaling [65]. In local distance scaling, the distance of the test instance to each training example $X_i$ is scaled by a weight $r_i$, which is specific to the training example $X_i$. The weight $r_i$ for the training example $X_i$ is the largest distance from $X_i$ such that it does not contain a training example from a class that is different from $X_i$. Then, the new scaled distance $\tilde{d}(X, X_i)$ between the test example $X$ and the training example $X_i$ is given by the following scaled value:

$$
\tilde{d}(X, X_i) = \frac{d(X, X_i)}{r_i}
$$

(6.3)

The nearest neighbors are computed on this set of distances, and the majority vote among the $k$ nearest neighbors is reported as the class labels. This approach tends to work well because it picks the $k$ nearest neighbor group in a noise-resistant way. For test instances that lie on the decision boundaries, it tends to discount the instances that lie on the noisy parts of a decision boundary, and instead picks the $k$ nearest neighbors that lie away from the noisy boundary. For example, consider a data point $X_i$ that lies reasonably close to the test instance, but even closer to the decision boundary. Furthermore, since $X_i$ lies almost on the decision boundary, it lies extremely close to another training example in a different class. In such a case the example $X_i$ should not be included in the $k$-nearest neighbors, because it is not very informative. The small value of $r_i$ will often ensure that such an example is not picked among the $k$-nearest neighbors. Furthermore, such an approach also ensures that the distances are scaled and normalized by the varying nature of the patterns of the different classes in different regions. Because of these factors, it has been shown in [65] that this modification often yields more robust results for the quality of classification.

6.3.4 Attribute-Weighted Nearest Neighbor Methods

Attribute-weighting is the simplest method for modifying the distance function in nearest neighbor classification. This is closely related to the use of the Mahalanobis distance, in which arbitrary directions in the data may be weighted differently, as opposed to the actual attributes. The Mahalanobis distance is equivalent to the Euclidian distance computed on a space in which the different directions along an arbitrarily oriented axis system are “stretched” differently, according to the covariance matrix of the data set. Attribute weighting can be considered a simpler approach, in which the directions of stretching are parallel to the original axis system. By picking a particular weight
to be zero, that attribute is eliminated completely. This can be considered an implicit form of feature selection. Thus, for two $d$-dimensional records $\mathbf{X} = (x_1 \ldots x_d)$ and $\mathbf{Y} = (y_1 \ldots y_d)$, the feature weighted distance $d(\mathbf{X}, \mathbf{Y}, \mathbf{W})$ with respect to a $d$-dimensional vector of weights $\mathbf{W} = (w_1 \ldots w_d)$ is defined as follows:

$$
   d(\mathbf{X}, \mathbf{Y}, \mathbf{W}) = \sqrt{\sum_{i=1}^{d} w_i \cdot (x_i - y_i)^2}.
$$

(6.4)

For example, consider the data distribution, illustrated in Figure 6.1(a). In this case, it is evident that the feature $X$ is much more discriminative than feature $Y$, and should therefore be weighted to a greater degree in the final classification. In this case, almost perfect classification can be obtained with the use of feature $X$, though this will usually not be the case, since the decision boundary is noisy in nature. It should be pointed out that the Euclidian metric has a spherical decision boundary, whereas the decision boundary in this case is linear. This results in a bias in the classification process because of the difference between the shape of the model boundary and the true boundaries in the data. The importance of weighting the features becomes significantly greater, when the classes are not clearly separated by a decision boundary. In such cases, the natural noise at the decision boundary may combine with the significant bias introduced by an unweighted Euclidian distance, and result in even more inaccurate classification. By weighting the features in the Euclidian distance, it is possible to elongate the model boundaries to a shape that aligns more closely with the class-separation boundaries in the data. The simplest possible weight to use would be to normalize each dimension by its standard deviation, though in practice, the class label is used in order to determine the best feature weighting [48]. A detailed discussion of different aspects of feature weighting schemes is provided in [70].

In some cases, the class distribution may not be aligned neatly along the axis system, but may be arbitrarily oriented along different directions in the data, as in Figure 6.1(b). A more general distance metric is defined with respect to a $d \times d$ matrix $A$ rather than a vector of weights $\mathbf{W}$.

$$
   d(\mathbf{X}, \mathbf{Y}, A) = \sqrt{(\mathbf{X} - \mathbf{Y})^T \cdot A \cdot (\mathbf{X} - \mathbf{Y})}.
$$

(6.5)

The matrix $A$ is also sometimes referred to as a metric. The value of $A$ is assumed to be the inverse of the covariance matrix of the data in the standard definition of the Mahalanobis distance for unsupervised applications. Generally, the Mahalanobis distance is more sensitive to the global data distribution and provides more effective results.

The Mahalanobis distance does not, however take the class distribution into account. In supervised applications, it makes much more sense to pick $A$ based on the class distribution of the underlying data. The core idea is to “elongate” the neighborhoods along less discriminative directions, and to shrink the neighborhoods along more discriminative dimensions. Thus, in the modified metric, a small (unweighted) step along a discriminative direction, would result in relatively greater distance. This naturally provides greater importance to more discriminative directions. Numerous methods such as the linear discriminant [51] can be used in order to determine the most discriminative dimensions in the underlying data. However, the key here is to use a soft weighting of the different directions, rather than selecting specific dimensions in a hard way. The goal of the matrix $A$ is to accomplish this. How can $A$ be determined by using the distribution of the classes? Clearly, the matrix $A$ should somehow depend on the within-class variance and between-class variance, in the context of linear discriminant analysis. The matrix $A$ defines the shape of the neighborhood within a threshold distance, to a given test instance. The neighborhood directions with low ratio of inter-class variance to intra-class variance should be elongated, whereas the directions with high ratio of the inter-class to intra-class variance should be shrunk. Note that the “elongation” of a neighborhood direction is achieved by scaling that component of the distance by a larger factor, and therefore de-emphasizing that direction.
Let $\mathcal{D}$ be the full database, and $\mathcal{D}_i$ be the portion of the data set belonging to class $i$. Let $\mu$ represent the mean of the entire data set. Let $p_i = |\mathcal{D}_i|/|\mathcal{D}|$ be the fraction of records belonging to class $i$, $\mu_i$ be the $d$-dimensional row vector of means of $\mathcal{D}_i$, and $\Sigma_i$ be the $d \times d$ covariance matrix of $\mathcal{D}_i$. Then, the scaled $^1$ within class scatter matrix $S_w$ is defined as follows:

$$S_w = \sum_{i=1}^{k} p_i \cdot \Sigma_i.$$  \hfill (6.6)

The between-class scatter matrix $S_b$ may be computed as follows:

$$S_b = \sum_{i=1}^{k} p_i (\mu_i - \mu)^T (\mu_i - \mu).$$  \hfill (6.7)

Note that the matrix $S_b$ is a $d \times d$ matrix, since it results from the product of a $d \times 1$ matrix with a $1 \times d$ matrix. Then, the matrix $A$ (of Equation 6.5), which provides the desired distortion of the distances on the basis of class-distribution, can be shown to be the following:

$$A = S_w^{-1} \cdot S_b \cdot S_w^{-1}.$$  \hfill (6.8)

It can be shown that this choice of the metric $A$ provides an excellent discrimination between the different classes, where the elongation in each direction depends inversely on ratio of the between-class variance to within-class variance along the different directions. The aforementioned description is based on the discussion in [44]. The reader may find more details of implementing the approach in an effective way in that work.

A few special cases of the metric of Equation 6.5 are noteworthy. Setting $A$ to the identity matrix corresponds to the use of the Euclidian distance. Setting the non-diagonal entries of $A$ entries to zero results in a similar situation to a $d$-dimensional vector of weights for individual dimensions. Therefore, the non-diagonal entries contribute to a rotation of the axis-system before the stretching process. For example, in Figure 6.1(b), the optimal choice of the matrix $A$ will result in greater importance being shown to the direction illustrated by the arrow in the figure in the resulting metric.

In order to avoid ill-conditioned matrices, especially in the case when the number of training data points is small, a parameter $\epsilon$ can be used in order to perform smoothing.

$$A = S_w^{-1/2} \cdot (S_w^{-1/2} \cdot S_b \cdot S_w^{-1/2} + \epsilon \cdot I) \cdot S_w^{-1/2}.$$  \hfill (6.9)

Here $\epsilon$ is a small parameter that can be tuned, and the identity matrix is represented by $I$. The use of this modification assumes that any particular direction does not get infinite weight. This is quite possible, when the number of data points is small. The use of this parameter $\epsilon$ is analogous to Laplacian smoothing methods, and is designed to avoid overfitting.

Other heuristic methodologies are also used in the literature for learning feature relevance. One common methodology is to use cross-validation in which the weights are trained using the original instances in order to minimize the error rate. Details of such a methodology are provided in [10,48]. It is possible to also use different kinds of search methods such as Tabu search [61] in order to improve the process of learning weights. This kind of approach has also been used in the context of text classification, by learning the relative importance of the different words, for computing the similarity function [43]. Feature relevance has also been shown to be important for other domains such as image retrieval [53]. In cases where domain knowledge can be used, some features can be eliminated very easily with tremendous performance gains. The importance of using domain knowledge for feature weighting has been discussed in [26].

---

$^1$The unscaled version may be obtained by multiplying $S_w$ with the number of data points. There is no difference from the final result, whether the scaled or unscaled version is used, within a constant of proportionality.
The most effective distance function design may be performed at query-time, by using a weighting that is specific to the test instance [34, 44]. This can be done by learning the weights only on the basis of the instances that are near a specific test instance. While such an approach is more expensive than global weighting, it is likely to be more effective because of local optimization specific to the test instance, and is better aligned with the spirit and advantages of lazy learning. This approach will be discussed in detail in later sections of this survey.

It should be pointed out that many of these algorithms can be considered rudimentary forms of distance function learning. The problem of distance function learning [3, 21, 75] is fundamental to the design of a wide variety of data mining algorithms including nearest neighbor classification [68], and a significant amount of research has been performed in the literature in the context of the classification task. A detailed survey on this topic may be found in [75]. The nearest neighbor classifier is often used as the prototypical task in order to evaluate the quality of distance functions [2, 3, 21, 45, 68, 75], which are constructed using distance function learning techniques.

6.3.5 Locally Adaptive Nearest Neighbor Classifier

Most nearest neighbor methods are designed with the use of a global distance function such as the Euclidean distance, the Mahalanobis distance, or a discriminant-based weighted distance, in which a particular set of weights is used over the entire data set. In practice, however, the importance of different features (or data directions) is not local, but global. This is especially true for high dimensional data, where the relative importance, relevance, and noise in the different dimensions may vary significantly with data locality. Even in the unsupervised scenarios, where no labels are available, it has been shown [45] that the relative importance of different dimensions for finding nearest neighbors may be very different for different localities. In the work described in [45], the relative importance of the different dimensions is determined with the use of a contrast measure, which is independent of class labels. Furthermore, the weights of different dimensions vary with the data locality in which they are measured, and these weights can be determined with the use of genetic algorithm discussed in [45]. Even for the case of such an unsupervised approach, it has been shown that the effectiveness of a nearest neighbor classifier improves significantly. The reason for this behavior is that different features are noisy in different data localities, and the local feature selection process sharpens the quality of the nearest neighbors.

Since local distance functions are more effective in unsupervised scenarios, it is natural to explore whether this is also true of supervised scenarios, where even greater information in available
in the form of different labels in order to make inferences about the relevance of the different dimensions. A recent method for distance function learning [76] also constructs instance-specific distances with supervision, and shows that the use of locality provides superior results. However, the supervision in this case is not specifically focused on the traditional classification problem, since it is defined in terms of similarity or dissimilarity constraints between instances, rather than labels attached to instances. Nevertheless, such an approach can also be used in order to construct instance-specific distances for classification, by transforming the class labels into similarity or dissimilarity constraints. This general principle is used frequently in many works such as those discussed by [34, 39, 44] for locally adaptive nearest neighbor classification.

Labels provide a rich level of information about the relative importance of different dimensions in different localities. For example, consider the illustration of Figure 6.2(a). In this case, the feature Y is more important in locality A of the data, whereas feature X is more important in locality B of the data. Correspondingly, the feature Y should be weighted more, when using test instances in locality A of the data, whereas feature X should be weighted more in locality B of the data. In the case of Figure 6.2(b), we have shown a similar scenario as in Figure 6.2(a), except that different directions in the data should be considered more or less important. Thus, the case in Figure 6.2(b) is simply an arbitrarily oriented generalization of the challenges faced in Figure 6.2(a).

One of the earliest methods for performing locally adaptive nearest neighbor classification was proposed in [44], in which the matrix A (of Equation 6.5) and the neighborhood of the test data point X are learned iteratively from one another in a local way. The major difference here is that the matrix A will depend upon the choice of test instance X, since the metric is designed to be locally adaptive. The algorithm starts off by setting the $d \times d$ matrix $A$ to the identity matrix, and then determines the $k$-nearest neighbors $N_k$, using the generalized distance described by Equation 6.5. Then, the value of $A$ is updated using Equation 6.8 only on the neighborhood points $N_k$ found in the last iteration. This procedure is repeated till convergence. Thus, the overall iterative procedure may be summarized as follows:

1. Determine $N_k$ as the set of the $k$ nearest neighbors of the test instance, using Equation 6.5 in conjunction with the current value of $A$.
2. Update $A$ using Equation 6.8 on the between-class and within-class scatter matrices of $N_k$.

At completion, the matrix $A$ is used in Equation 6.8 for $k$-nearest neighbor classification. In practice, Equation 6.9 is used in order to avoid giving infinite weight to any particular direction. It should be pointed out that the approach is [44] is quite similar in principle to an unpublished approach proposed previously in [39], though it varies somewhat on the specific details of the implementation, and is also somewhat more robust. Subsequently, a similar approach to [44] was proposed in [34], which works well with limited data. It should be pointed out that linear discriminant analysis is not the only method that may be used for “deforming” the shape of the metric in an instance-specific way to conform better to the decision boundary. Any other model such as an SVM or neural network that can find important directions of discrimination in the data may be used in order to determine the most relevant metric. For example, an interesting work discussed in [63] determines a small number of $k$-nearest neighbors for each class, in order to span a linear subspace for that class. The classification is done based not on distances to prototypes, but the distances to subspaces. The intuition is that the linear subspaces essentially generate pseudo training examples for that class. A number of methods that use support-vector machines will be discussed in the section on Support Vector Machines. A review and discussion of different kinds of feature selection and feature weighting schemes are provided in [8]. It has also been suggested in [48] that feature weighting may be superior to feature selection, in cases where the different features have different levels of relevance.
6.3.6 Combining with Ensemble Methods

It is evident from the aforementioned discussion that lazy learning methods have the advantage of being able to optimize more effectively to the locality of a specific instance. In fact, one issue that is encountered sometimes in lazy learning methods is that the quest for local optimization can result in overfitting, especially when some of the features are noisy within a specific locality. In many cases, it may be possible to create multiple models that are more effective for different instances, but it may be hard to know which model is more effective without causing overfitting. An effective method to achieve the goal of simultaneous local optimization and robustness is to use ensemble methods that combine the results from multiple models for the classification process. Some recent methods [4, 16, 80] have been designed for using ensemble methods in order to improve the effectiveness of lazy learning methods.

An approach discussed in [16] samples random subsets of features, which are used for nearest neighbor classification. These different classifications are then combined together in order to yield a more robust classification. One disadvantage of this approach is that it can be rather slow, especially for larger data sets. This is because the nearest neighbor classification approach is inherently computationally intensive because of the large number of distance computations for every instance-based classification. This is in fact one of the major issues for all lazy learning methods. A recent approach LOCUST discussed in [4] proposes a more efficient technique for ensemble lazy learning, which can also be applied to the streaming scenario. The approach discussed in [4] builds inverted indices on discretized attributes of each instance in real time, and then uses efficient intersection of randomly selected inverted lists in order to perform real time classification. Furthermore, a limited level of feature bias is used in order to reduce the number of ensemble components for effective classification. It has been shown in [4] that this approach can be used for resource-sensitive lazy learning, where the number of feature samples can be tailored to the resources available for classification. Thus, this approach can also be considered an anytime lazy learning algorithm, which is particularly suited to the streaming scenario. This is useful in scenarios where one cannot control the input rate of the data stream, and one needs to continuously adjust the processing rate, in order to account for the changing input rates of the data stream.

6.3.7 Multi-Label Learning

In traditional classification problems, each class is associated with exactly one label. This is not the case for multi-label learning, in which each class may be associated with more than one class. The number of classes with which an instance is associated is unknown a-priori. This kind of scenario is quite common in many scenarios such as document classification, where a single document may belong to one of several possible categories.

The unknown number of classes associated with a test instance creates a challenge, because one now needs to determine not just the most relevant classes, but also the number of relevant ones for a given test instance. One way of solving the problem is to decompose it into multiple independent binary classification problems. However, such an approach does not account for the correlations among the labels of the data instances.

An approach known as ML-KNN is proposed in [78], where the Bayes method is used in order to estimate the probability that a label belongs to a particular class. The broad approach used in this process is as follows. For each test instance, its $k$ nearest neighbors are identified. The statistical information in the label sets of these neighborhood instances is then used to determine the label set. The maximum a-posteriori principle is applied to determine the label set of the test instance.

Let $\mathcal{Y}$ denote the set of labels for the multi-label classification problem, and let $n$ be the total number of labels. For a given test instance $T$, the first step is to compute its $k$ nearest neighbors. Once the $k$ nearest neighbors have been computed, the number of occurrences $C = (C(1) \ldots C(n))$ of each of the $n$ different labels is computed. Let $E^i(T, i)$ be the event that the test instance $T$ contains
the label $i$, and $E^b(T, i)$ be the event that the test instance $T$ does not contain the label $i$. Then, in order to determine whether or not the label $i$ is included in test instance $T$, the maximum posterior principle is used:

$$b = \arg\max_{b \in \{0, 1\}} \left\{ P(E^b(T, i) \mid \overline{C}) \right\}. \quad (6.10)$$

In other words, we wish to maximize between the probability of the events of label $i$ being included or not. Therefore, the Bayes rule can be used in order to obtain the following:

$$b = \arg\max_{b \in \{0, 1\}} \left\{ \frac{P(E^b(T, i)) \cdot P(\overline{C} \mid E^b(T, i))}{P(\overline{C})} \right\}. \quad (6.11)$$

Since the value of $P(\overline{C})$ is independent of $b$, it is possible to remove it from the denominator, without affecting the maximum argument. This is a standard approach used in all Bayes methods. Therefore, the best matching label may be expressed as follows:

$$b = \arg\max_{b \in \{0, 1\}} \left\{ P(E^b(T, i)) \cdot P(\overline{C} \mid E^b(T, i)) \right\}. \quad (6.12)$$

The prior probability $P(E^b(T, i))$ can be estimated as the fraction of the labels belonging to a particular class. The value of $P(\overline{C} \mid E^b(T, i))$ can be estimated by using the naive Bayes rule.

$$P(\overline{C} \mid E^b(T, i)) = \prod_{j=1}^{n} P(C(j) \mid E^b(T, i)). \quad (6.13)$$

Each of the terms $P(C(j) \mid E^b(T, i))$ can be estimated in a data driven manner by examining among the instances satisfying the value $b$ for class label $i$, the fraction that contains exactly the count $C(j)$ for the label $j$. Laplacian smoothing is also performed in order to avoid ill conditioned probabilities. Thus, the correlation between the labels is accounted for by the use of this approach, since each of the terms $P(C(j) \mid E^b(T, i))$ indirectly measures the correlation between the labels $i$ and $j$.

This approach is often popularly understood in the literature as a nearest neighbor approach, and has therefore been discussed in the section on nearest neighbor methods. However, it is more similar to a local naive Bayes approach (discussed in Section 6.6) rather than a distance-based approach. This is because the statistical frequencies of the neighborhood labels are used for local Bayes modeling. Such an approach can also be used for the standard version of the classification problem (when each instance is associated with exactly one label) by using the statistical behavior of the neighborhood features (rather than label frequencies). This yields a lazy Bayes approach for classification [38]. However, the work in [38] also estimates the Bayes probabilities locally only over the neighborhood in a data driven manner. Thus, the approach in [38] sharpens the use of locality even further for classification. This is of course a tradeoff, depending upon the amount of training data available. If more training data is available, then local sharpening is likely to be effective. On the other hand, if less training data is available, then local sharpening is not advisable, because it will lead to difficulties in robust estimations of conditional probabilities from a small amount of data. This approach will be discussed in some detail in Section 6.6.

If desired, it is possible to combine the two methods discussed in [38] and [78] for multi-label learning in order to learn the information in both the features and labels. This can be done by using both feature and label frequencies for the modeling process, and the product of the label-based and feature-based Bayes probabilities may be used for classification. The extension to that case is straightforward, since it requires the multiplication of Bayes probabilities derived form two different methods. An experimental study of several variations of nearest neighbor algorithms for classification in the multi-label scenario is provided in [59].
6.4 Lazy SVM Classification

In an earlier section, it was shown that linear discriminant analysis can be very useful in adapting the behavior of the nearest neighbor metric for more effective classification. It should be pointed out that SVM classifiers are also linear models that provide directions discriminating between the different classes. Therefore, it is natural to explore the connections between SVM and nearest neighbor classification.

The work in [35] proposes methods for computing the relevance of each feature with the use of an SVM approach. The idea is to use a support vector machine in order to compute the gradient vector (local to test instance) of the rate change in class label in each direction, which is parallel to the axis. It has been shown in [35] that the support vector machine provides a natural way to estimate this gradient. The component along any direction provides the relevance \( R_j \) for that feature \( j \). The idea is that when the class labels change at a significantly higher rate along a given direction \( j \), then that feature should be weighted more in the distance metric. The actual weight \( w_j \) for the feature \( j \) is assumed to be proportional to \( \lambda R_j \), where \( \lambda \) is a constant that determines the level of importance to be given to the different relevance values. A similar method for using SVM to modify the distance metric is proposed in [54], and the connections of the approach to linear discriminant analysis have also been shown in this work.

Note that the approaches in [35, 54] use a nearest neighbor classifier, and the SVM is only used to learn the distance function more accurately by setting the relevance weights. Therefore, the approach is still quite similar to that discussed in the last section. A completely different approach would be to use the nearest neighbors in order to isolate the locality around the test instance, and then build an SVM that is optimized to that data locality. For example, in the case of Figures 6.3(a) and (b) the data in the two classes is distributed in such a way that a global SVM cannot separate the classes very well. However, in the locality around the test instances A and B, it is easy to create a linear SVM that separates the two classes well. Such an approach has been proposed in [23, 77]. The main difference between the work in [23] and [77] is that the former is designed for the \( L_2 \)-distances, whereas the latter can work for arbitrary and complex distance functions. Furthermore, the latter also proposes a number of optimizations for the purpose of efficiency. Therefore, we will describe the work in [77], since it is a bit more general. The specific steps that are used in this approach are as follows:

1. Determine the \( k \)-nearest neighbors of the test instance.
2. If all the neighbors have the same label, then that label is reported, otherwise all pairwise distances between the \( k \)-nearest neighbors are computed.
3. The distance matrix is converted into a kernel matrix using the kernel trick and a local SVM classifier is constructed on this matrix.
4. The test instance is classified with this local SVM classifier.

A number of optimizations such as caching have been proposed in [77] in order to improve the efficiency of the approach. Local SVM classifiers have been used quite successfully for a variety of applications such as spam filtering [20].
6.5 Locally Weighted Regression

Regression models are linear classifiers, which use a regression model in order to relate the attribute values to the class label. The key idea in locally weighted regression is that global regression planes are not well optimized to the local distributions in the data, as is evident from the illustrations in Figure 6.2. Correspondingly, it is desirable to create a test-instance specific local regression model. Such a method has been discussed in [15, 28]. The latter work [28] is also applicable to the multi-label case.

The core idea in locally weighted regression is to create a regression model that relates the feature values to the class label, as in all traditional regression models. The only difference is that the $k$-nearest neighbors are used for constructing the regression model. Note that this approach differs from the local discriminant-based models (which are also linear models), in that the votes among the $k$ nearest neighbors are not used for classification purposes. Rather, a linear regression model is constructed in a lazy way, which is specific to the test instance. Several choices may arise in the construction of the model:

- The nature of the fit may be different for different kinds of data sets. For example, linear models may be more appropriate for some kinds of data, whereas quadratic models may be more appropriate for others.
- The choice of the error function may be different for different kinds of data. Two common error functions that are used are the least-squares error and the distance-weighted least squares error.

The primary advantage of locally weighted regression is when the data shows non-linearity in the underlying class distribution on a global scale, but can be approximated by linear models at the local scale. For example, in Figures 6.3(a) and (b) there are no linear functions that can approximate the discrimination between the two classes well, but it is easy to find local linear models that discriminate well within the locality of the test instances A and B, respectively. Since instance-based learning provides knowledge about the appropriate locality (by virtue of the laziness in the model construction process), it is possible to build a regression model that is well optimized to the corresponding data locality. An interesting local linear model with the use of the recursive least squares algorithm is proposed in [18]. In this approach, the number of nearest neighbors is also selected in a data-driven manner.
6.6 Lazy Naive Bayes

Lazy learning has also been extended to the case of the naive Bayes classifiers [38,79]. The work in [38] proposes a locally weighted naive Bayes classifier. The naive Bayes classifier is used in a similar way as the local SVM method [77], or the locally weighted regression method [15] discussed in previous sections. A local Bayes model is constructed with the use of a subset of the data in the neighborhood of the test instance. Furthermore, the training instances in this neighborhood are weighted, so that training instances that are closer to the test instance are weighted more in the model. This local model is then used for classification. The subset of data in the neighborhood of the test instance are determined by using the \( k \)-nearest neighbors of the test instance. In practice, the subset of \( k \) neighbors is selected by setting the weight of any instance beyond the \( k \)-th nearest neighbor to 0. Let \( D \) represent the distance of the test instance to the \( k \)th nearest neighbor, and \( d_i \) represent the distance of the test instance to the \( i \)th training instance. Then, the weight \( w_i \) of the \( i \)th instance is set to the following:

\[
w_i = f(d_i/D).
\]

The function \( f(\cdot) \) is a monotonically non-increasing function, which is defined as follows:

\[
f(y) = \max\{1 - y, 0\}.
\]

Therefore, the weight decreases linearly with the distance, but cannot decrease beyond 0, once the \( k \)-nearest neighbor has been reached. The naive Bayes method is applied in a standard way, except that the instance weights are used in estimating all the probabilities for the Bayes classifier. Higher values of \( k \) will result in models that do not fluctuate much with variations in the data, whereas very small values of \( k \) will result in models that fit the noise in the data. It has been shown in [38] that the approach is not too sensitive to the choice of \( k \) within a reasonably modest range of values of \( k \). Other schemes have been proposed in the literature, which use the advantages of lazy learning in conjunction with the naive Bayes classifier. The work in [79] fuses a standard rule-based learner with naive Bayes models. A technique discussed in [74] lazily learns multiple Naive Bayes classifiers, and uses the classifier with the highest estimated accuracy in order to decide the label for the test instance.

The work discussed in [78] can also be viewed as an unweighted local Bayes classifier, where the weights used for all instances are 1, rather than the weighted approach discussed above. Furthermore, the work in [78] uses the frequencies of the labels for Bayes modeling, rather than the actual features themselves. The idea in [78] is that the other labels themselves serve as features, since the same instance may contain multiple labels, and sufficient correlation information is available for learning. This approach is discussed in detail in Section 6.3.7.

6.7 Lazy Decision Trees

The work in [40] proposes a method for constructing lazy decision trees, which are specific to a test instance, which is referred to as LazyDT. In practice, only a path needs to be constructed, because a test instance follows only one path along the decision tree, and other paths are irrelevant from the perspective of lazy learning. As discussed in a later section, such paths can also be interactively explored with the use of visual methods.

One of the major problems with decision trees is that they are myopic, since a split at a higher level of the tree may not be optimal for a specific test instance, and in cases where the data contains
many relevant features, only a small subset of them may be used for splitting. When a data set contains $N$ data points, a decision tree is allowed only $O(\log(N))$ (approximately balanced) splits, and this may be too small in order to use the best set of features for a particular test instance. Clearly, the knowledge of the test instance allows the use of more relevant features for construction of the appropriate decision path at a higher level of the tree construction.

The additional knowledge of the test instance helps in the recursive construction of a path in which only relevant features are used. One method proposed in [40] is to use a split criterion, which successively reduces the size of the training associated with the test instance, until either all instances have the same class label, or the same set of features. In both cases, the majority class label is reported as the relevant class. In order to discard a set of irrelevant instances in a particular iteration, any standard decision tree split criterion is used, and only those training instances, that satisfy the predicate in the same way as the test instance will be selected for the next level of the decision path. The split criterion is decided using any standard decision tree methodology such as the normalized entropy or the gini-index. The main difference from the split process in the traditional decision tree is that only the node containing the test instance is relevant in the split, and the information gain or gini-index is computed on the basis of this node. One challenge with the use of such an approach is that the information gain in a single node can actually be negative if the original data is imbalanced. In order to avoid this problem, the training examples are re-weighted, so that the aggregate weight of each class is the same. It is also relatively easy to deal with missing attributes in test instances, since the split only needs to be performed on attributes that are present in the test instance. It has been shown [40] that such an approach yields better classification results, because of the additional knowledge associated with the test instance during the decision path construction process.

A particular observation here is noteworthy, since such decision paths can also be used to construct a robust any-time classifier, with the use of principles associated with a random forest approach [25]. It should be pointed out that a random forest translates to a random path created by a random set of splits from the instance-centered perspective. Therefore a natural way to implement the instance-centered random forest approach would be to discretize the data into ranges. A test instance will be relevant to exactly one range from each attribute. A random set of attributes is selected, and the intersection of the ranges provides one possible classification of the test instance. This approach can be repeated in order to provide a very efficient lazy ensemble, and the number of samples provides the tradeoff between running time and accuracy. Such an approach can be used in the context of an any-time approach in resource-constrained scenarios. It has been shown in [4] how such an approach can be used for efficient any-time classification of data streams.

### 6.8 Rule-Based Classification

A method for lazy rule-based classification has been proposed in [36], in which a unification has been proposed between instance-based methods and rule-based methods. This system is referred to as Rule Induction from a Set of Exemplars, or RISE for short. All rules contain at most one condition for each attribute on the left-hand side. In this approach, no distinction is assumed between instances and rules. An instance is simply treated as a rule in which all interval values on the left hand side of the rule are degenerate. In other words, an instance can be treated as a rule, by choosing appropriate conditions for the antecedent, and the class variable of the instance as the consequent. The conditions in the antecedent are determined by using the values in the corresponding instance. For example, if an attribute value for the instance for $x_1$ is numeric valued at 4, then the condition is assumed to be
4 \leq x_i \leq 4$. If $x_1$ is symbolic and its value is $a$, then the corresponding condition in the antecedent is $x_1 = a$.

As in the case of instance-centered methods, a distance is defined between a test instance and a rule. Let $R = (A_1, ..., A_m, C)$ be a rule with the $m$ conditions $A_1, ..., A_m$ in the antecedent, and the class $C$ in the consequent. Let $\mathbf{x} = (x_1, ..., x_d)$ be a $d$-dimensional example. Then, the distance $\Delta(\mathbf{x}, R)$ between the instance $\mathbf{x}$ and the rule $R$ is defined as follows.

$$\Delta(\mathbf{x}, R) = \sum_{j=1}^{m} \delta(i)^s.$$ (6.16)

Here $s$ is a real valued parameter such as 1, 2, 3, etc., and $\delta(i)$ represents the distance on the $i$th conditional. The value of $\delta(i)$ is equal to the distance of the instance to the nearest end of the range for the case of a numeric attribute and the value difference metric (VDM) of Equation 6.1 for the case of a symbolic attribute. This value of $\delta(i)$ is zero, if the corresponding attribute value is a match for the antecedent condition. The class label for a test instance is defined by the label of the nearest rule to the test instance. If two or more rules have the same accuracy, then the one with the greatest accuracy on the training data is used.

The set of rules in the RISE system are constructed as follows. RISE constructs good rules by using successive generalizations on the original set of instances in the data. Thus, the algorithm starts off with the training set of examples. RISE examines each rule one by one, and finds the nearest example of the same class that is not already covered by the rule. The rule is then generalized in order to cover this example, by expanding the corresponding antecedent condition. For the case of numeric attributes, the ranges of the attributes are increased minimally so as to include the new example, and for the case of symbolic attributes, a corresponding condition on the symbolic attribute is included. If the effect of this generalization on the global accuracy of the rule is non-negative, then the rule is retained. Otherwise, the generalization is not used and the original rule is retained. It should be pointed out that even when generalization does not improve accuracy, it is desirable to retain the more general rule because of the desirable bias towards simplicity of the model. The procedure is repeated until no rule can be generalized in a given iteration. It should be pointed out that some instances may not be generalized at all, and may remain in their original state in the rule set. In the worst case, no instance is generalized, and the resulting model is a nearest neighbor classifier.

A system called DeEPs has been proposed in [49], which combines the power of rules and lazy learning for classification purposes. This approach examines how the frequency of an instance’s subset of features varies among the training classes. In other words, patterns that sharply differentiate between the different classes for a particular test instance are leveraged and used for classification. Thus, the specificity to the instance plays an important role in this discovery process. Another system, HARMONY, has been proposed in [66], which determines rules that are optimized to the different training instances. Strictly speaking, this is not a lazy learning approach, since the rules are optimized to training instances (rather than test instances) in a pre-processing phase. Nevertheless, the effectiveness of the approach relies on the same general principle, and it can also be generalized for lazy learning if required.

### 6.9 Radial Basis Function Networks: Leveraging Neural Networks for Instance-Based Learning

Radial-basis function networks (RBF) are designed in a similar way to regular nearest neighbor classifiers, except that a set of $N$ centers are learned from the training data. In order to classify a test instance, a distance is computed from the test instance to each of these centers $x_1, ..., x_N$, and a density
function is computed at the instance using these centers. The combination of functions computed from each of these centers is computed with the use of a neural network. Radial basis functions can be considered three-layer feed-forward networks, in which each hidden unit computes a function of the form:

\[ f_i(x) = e^{-\frac{|x-x_i|^2}{2\sigma_i^2}}. \]  

(6.17)

Here \( \sigma_i^2 \) represents the local variance at center \( x_i \). Note that the function \( f_i(x) \) has a very similar form to that commonly used in kernel density estimation. For ease in discussion, we assume that this is a binary classification problem, with labels drawn from \( \{+1,-1\} \), though this general approach extends much further, even to the extent of regression modeling. The final function is a weighted combination of these values with weights \( c_i \).

\[ f^*(x) = \sum_{i=1}^{N} w_i \cdot f_i(x). \]  

(6.18)

Here \( x_1 \ldots x_N \) represent the \( N \) different centers, and \( w_i \) denotes the weight of center \( i \), which is learned in the neural network. In classical instance-based methods, each data point \( x_i \) is an individual training instance, and the weight \( w_i \) is set to \(+1\) or \(-1\), depending upon its label. However, in RBF methods, the weights are learned with a neural network approach, since the centers are derived from the underlying training data, and do not have a label directly attached to them.

The \( N \) centers \( x_1 \ldots x_N \) are typically constructed with the use of an unsupervised approach [19, 37, 46], though some recent methods also use supervised techniques for constructing the centers [71]. The unsupervised methods [19, 37, 46] typically use a clustering algorithm in order to generate the different centers. A smaller number of centers typically results in smaller complexity, and greater efficiency of the classification process. Radial-basis function networks are related to sigmoidal function networks (SGF), which have one unit for each instance in the training data. In this sense sigmoidal networks are somewhat closer to classical instance-based methods, since they do not have a first phase of cluster-based summarization. While radial-basis function networks are generally more efficient, the points at the different cluster boundaries may often be misclassified. It has been shown in [52] that RBF networks may sometimes require ten times as much training data as SGF in order to achieve the same level of accuracy. Some recent work [71] has shown how supervised methods even at the stage of center determination can significantly improve the accuracy of these classifiers. Radial-basis function networks can therefore be considered an evolution of nearest neighbor classifiers, where more sophisticated (clustering) methods are used for prototype selection (or re-construction in the form of cluster centers), and neural network methods are used for combining the density values obtained from each of the centers.

### 6.10 Lazy Methods for Diagnostic and Visual Classification

Instance-centered methods are particularly useful for diagnostic and visual classification, since the role of a diagnostic method is to find diagnostic characteristics that are specific to that test-instance. When an eager model is fully constructed as a pre-processing step, it is often not optimized to finding the best diagnostic characteristics that are specific to a particular test instance. Therefore, instance-centered methods are a natural approach in such scenarios. The subspace decision path method [6] can be considered a lazy and interactive version of the decision tree, which provides insights into the specific characteristics of a particular test instance.

Kernel density estimation is used in order to create a visual profile of the underlying data. It is assumed that the data set \( \mathcal{D} \) contains \( N \) points and \( d \) dimensions. The set of points in \( \mathcal{D} \) are denoted
by $X_1 \ldots X_N$. Let us further assume that the $k$ classes in the data are denoted by $C_1 \ldots C_k$. The number of points belonging to the class $C_i$ is $n_i$, so that $\sum_{i=1}^{k} n_i = N$. The data set associated with the class $i$ is denoted by $D_i$. This means that $\bigcup_{i=1}^{k} D_i = D$. The probability density at a given point is determined by the sum of the smoothed values of the kernel functions $K_h(\cdot)$ associated with each point in the data set. Thus, the density estimate of the data set $D$ at the point $x$ is defined as follows:

$$f(x, D) = \frac{1}{n} \cdot \sum_{X_i \in D} K_h(x - X_i).$$  \hspace{1cm} (6.19)$$

The kernel function is a smooth unimodal distribution such as the Gaussian function:

$$K_h(x - X_i) = \frac{1}{\sqrt{2\pi}h} \cdot e^{-\frac{\|x - X_i\|^2}{2h^2}}.$$  \hspace{1cm} (6.20)$$

The kernel function is dependent on the use of a parameter $h$, which is the level of smoothing. The accuracy of the density estimate depends upon this width $h$, and several heuristic rules have been proposed for estimating the bandwidth [6].

The value of the density $f(x, D)$ may differ considerably from $f(x, D_i)$ because of the difference in distributions of the different classes. Correspondingly, the accuracy density $\mathcal{A}(x, C_i, D)$ for the class $C_i$ is defined as follows:

$$\mathcal{A}(x, C_i, D) = \frac{n_i \cdot f(x, D_i)}{\sum_{i=1}^{k} n_i \cdot f(x, D_i)}.$$  \hspace{1cm} (6.21)$$

The above expression always lies between 0 and 1, and is simply an estimation of the Bayesian posterior probability of the test instance belonging to class $C_i$. It is assumed that the a-priori probability of the test instance belonging to class $C_i$, (without knowing any of its feature values) is simply equal to its fractional presence $n_i/N$ in class $C_i$. The conditional probability density after knowing the feature values $x$ is equal to $f(x, D_i)$. Then, by applying the Bayesian formula for posterior probabilities, the condition of Equation 6.21 is obtained. The higher the value of the accuracy density, the greater the relative density of $C_i$ compared to the other classes.

Another related measure is the interest density $I(x, C_i, D)$, which is the ratio of the density of the class $C_i$ to the overall density of the data

$$I(x, C_i, D) = \frac{f(x, D_i)}{f(x, D)}.$$  \hspace{1cm} (6.22)$$
The class $C_i$ is over-represented at $x$, when the interest density is larger than one. The dominant class at the coordinate $x$ is denoted by $CM(x, D)$, and is equal to $\arg\max_{i \in \{1,...,k\}} I(x, C_i, D)$. Correspondingly, the maximum interest density at $x$ is denoted by $IM(x, D) = \max_{i \in \{1,...,k\}} I(x, C_i, D)$. Both the interest and accuracy density are valuable quantifications of the level of dominance of the different classes. The interest density is more effective at comparing among the different classes at a given point, whereas the accuracy density is more effective at providing an idea of the absolute accuracy at a given point.

So far, it has been assumed that all of the above computations are performed in the full dimensional space. However, it is also possible to project the data onto the subspace $E$ in order to perform this computation. Such a calculation would quantify the discriminatory power of the subspace $E$ at $x$. In order to denote the use of the subspace $E$ in any computation, the corresponding expression will be superscripted with $E$. Thus the density in a given subspace $E$ is denoted by $f^E(\cdot, \cdot)$, the accuracy density by $A^E(\cdot, \cdot, \cdot)$, and the interest density by $I^E(\cdot, \cdot, \cdot)$. Similarly, the dominant class is defined using the subspace-specific interest density at that point, and the accuracy density profile is defined for that particular subspace. An example of the accuracy density profile (of the dominant class) in a 2-dimensional subspace is illustrated in Figure 6.4(a). The test instance is also labeled in the same figure in order to illustrate the relationship between the density profile and test instance.

It is desired to find those projections of the data in which the interest density value $IM^E(t, D)$ is the maximum. It is quite possible that in some cases, different subspaces may provide different information about the class behavior of the data; these are the difficult cases in which a test instance may be difficult to classify accurately. In such cases, the user may need to isolate particular data localities in which the class distribution is further examined by a hierarchical exploratory process. While the density values are naturally defined over the continuous space of quantitative attributes, it has been shown in [6] that intuitively analogous values can be defined for the interest and accuracy densities even when categorical attributes are present.

For a given test example, the end user is provided with unique options in exploring various characteristics that are indicative of its classification. A subspace determination process is used on the basis of the highest interest densities at a given test instance. Thus, the subspace determination process finds the appropriate local discriminative subspaces for a given test example. These are the various possibilities (or branches) of the decision path, which can be utilized in order to explore the regions in the locality of the test instance. In each of these subspaces, the user is provided with a visual profile of the accuracy density. This profile provides the user with an idea of which branch is likely to lead to a region of high accuracy for that test instance. This visual profile can also be utilized in order to determine which of the various branches are most suitable for further exploration. Once such a branch has been chosen, the user has the option to further explore into a particular region of the data that has high accuracy density. This process of data localization can quickly isolate an arbitrarily shaped region in the data containing the test instance. This sequence of data localizations creates a path (and a locally discriminatory combination of dimensions) that reveals the underlying classification causality to the user.

In the event that a decision path is chosen that is not strongly indicative of any class, the user has the option to backtrack to a higher level node and explore a different path of the tree. In some cases, different branches may be indicative of the test example belonging to different classes. These are the “ambiguous cases” in which a test example could share characteristics from multiple classes. Many standard modeling methods may classify such an example incorrectly, though the subspace decision path method is much more effective at providing the user with an intensional knowledge of the test example because of its exploratory approach. This can be used in order to understand the causality behind the ambiguous classification behavior of that instance.

The overall algorithm for decision path construction is illustrated in Figure 6.5. The details of the subroutines in the procedure are described in [6], though a summary description is provided here. The input to the system is the data set $D$, the test instance $t$ for which one wishes to find the
Algorithm SubspaceDecisionPath(Test Example: \( t \), Data Set: \( D \),
MaxDimensionality: \( l \), MaxBranchFactor: \( b_{\text{max}} \), Minimum Interest Ratio: \( \text{ir}_{\text{min}} \))
begin
PATH = \{ \( D \) \};
while not(termination) do
begin
Pick the last data set \( L \) indicated in PATH;
\[ E = \{ E_1 \ldots E_q \} = \text{ComputeClassificationSubspaces}(L, t, l, b_{\text{max}}, \text{ir}_{\text{min}}); \]
for each \( E_i \) ConstructDensityProfile\( (E_i, L, t) \);
{ “Zooming in” refers to further subspace exploration }
if (zoom-in (user-specified)) then
begin
User specifies choice of branch \( E_i \);
User specifies accuracy density threshold \( \lambda \) for zoom-in;
\{ \( p(L', C_i) \) is accuracy significance of class \( C_i \) in \( L' \) with respect to \( L \) \} 
\[ (L', p(L', C_1) \ldots p(L', C_k)) = \text{IsolateData}(L, t, \lambda); \]
Add \( L' \) to the end of PATH;
end;
else begin
User specifies data set \( L' \) on PATH to backtrack to;
Delete all data set pointers occurring after \( L' \) on PATH; (backtrack)
end;
{ Calculate cumulative dominance of each class \( C_i \) along PATH in order to provide the user a measure of its significance }
for each class \( C_i \) do
Output \( CD(PATH, C_i) = 1 - \pi_{(L \in PATH, L \neq D)} (1 - p(L, C_i)) \) to user;
end;
end
end

FIGURE 6.5: The subspace decision path method.

diagnostic characteristics, a maximum branch factor \( b_{\text{max}} \), and a minimum interest density \( \text{ir}_{\text{min}} \). In addition, the maximum dimensionality \( l \) of any subspace utilized in data exploration is utilized as user input. The value of \( l = 2 \) is especially interesting because it allows for the use of visual profile of the accuracy density. Even though it is natural to use 2-dimensional projections because of their visual interpretability, the data exploration process along a given path reveals a higher dimensional combination of dimensions, which is most suitable for the test instance. The branch factor \( b_{\text{max}} \) is the maximum number of possibilities presented to the user, whereas the value of \( \text{ir}_{\text{min}} \) is the corresponding minimum interest density of the test instance in any subspace presented to the user. The value of \( \text{ir}_{\text{min}} \) is chosen to be 1, which is the break-even value for interest density computation. This break-even value is one at which the interest density neither under-estimates nor over-estimates the accuracy of the test instance with respect to a class. The variable PATH consists of the pointers to the sequence of successively reduced training data sets, which are obtained in the process of interactive decision tree construction. The list PATH is initialized to a single element, which is the pointer to the original data set \( D \). At each point in the decision path construction process, the subspaces \( E_1 \ldots E_q \) are determined, which have the greatest interest density (of the dominant class) in the locality of the test instance \( t \). This process is accomplished by the procedure ComputeClassificationSubspaces. Once these subspaces have been determined, the density profile is constructed for each of them by
the procedure \textit{ConstructDensityProfile}. Even though one subspace may have higher interest density at the test instance than another, the true value of a subspace in separating the data locality around the test instance is often a subjective judgement that depends both upon the interest density of the test instance and the spatial separation of the classes. Such a judgement requires human intuition, which can be harnessed with the use of the visual profile of the accuracy density profiles of the various possibilities. These profiles provide the user with an intuitive idea of the class behavior of the data set in various projections. If the class behavior across different projections is not very consistent (different projections are indicative of different classes), then such a node is not very revealing of valuable information. In such a case, the user may choose to backtrack by specifying an earlier node on PATH from which to start further exploration.

On the other hand, if the different projections provide a consistent idea of the class behavior, then the user utilizes the density profile in order to isolate a small region of the data in which the accuracy density of the data in the locality of the test instance is significantly higher for a particular class. This is achieved by the procedure \textit{IsolateData}. This isolated region may be a cluster of arbitrary shape depending upon the region covered by the dominating class. However, the use of the visual profile helps to maintain the interpretability of the isolation process in spite of the arbitrary contour of separation. An example of such an isolation is illustrated in Figure 6.4(b), and is facilitated by the construction of the visual density profile. The procedure returns the isolated data set \(L'\) along with a number of called the \textit{accuracy significance} \(p(L', C_i)\) of the class \(C_i\). The pointer to this new data set \(L'\) is added to the end of PATH. At that point, the user decides whether further exploration into that isolated data set is necessary. If so, the same process of subspace analysis is repeated on this node. Otherwise, the process is terminated and the most relevant class label is reported. The overall exploration process also provides the user with a good diagnostic idea of how the local data distributions along different dimensions relate to the class label.

\section*{6.11 Conclusions and Summary}

In this chapter, we presented algorithms for instance-based learning and lazy-learning. These methods are usually computationally more expensive than traditional models, but have the advantage of using information about the test instance at the time of model construction. In many scenarios, such methods can provide more accurate results, when a pre-processed model cannot fully capture the underlying complexities of the data. The other advantage of instance-based methods is that they are typically very simple and easy to implement for arbitrary data types, because the complexity is usually abstracted in determining an appropriate distance function between objects. Since distance function design has been widely studied in the literature for different data types, this allows the use of this methodology for arbitrary data types. Furthermore, existing model-based algorithms can be generalized to local variations in order to transform them to instance-learning methods. Such methods have great diagnostic value for specific test instances, since the model is constructed local to the specific test instance, and also provides knowledge to the analyst that is test-instance specific. Lazy methods are highly flexible and can be generalized to streaming and other temporal scenarios, where the laziness of the approach can be used in order to learn the appropriate temporal horizon, in which lazy learning should be performed.
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7.1 Introduction
Machine learning algorithms have a tendency to over-fit. It is possible to achieve an arbitrarily low training error with some complex models, but the testing error may be high, because of poor generalization to unseen test instances. This is problematic, because the goal of classification is not to obtain good accuracy on known training data, but to predict unseen test instances correctly. Vapnik’s work [34] was motivated by this issue. His work started from a statistical derivation on linearly separable scenarios, and found that classifiers with maximum margins are less likely to overfit. This concept of maximum margin classifiers eventually evolved into support vector machines (SVMs).

SVM is a theoretically sound approach for controlling model complexity. It picks important instances to construct the separating surface between data instances. When the data is not linearly separable, it can either penalize violations with loss terms, or leverage kernel tricks to construct nonlinear separating surfaces. SVMs can also perform multiclass classifications in various ways, either by an ensemble of binary classifiers or by extending margin concepts. The optimization techniques of SVMs are mature, and SVMs have been used widely in many application domains.

This chapter will introduce SVMs from several perspectives. We introduce maximum margin classifiers in Section 7.2 and the concept of regularization in Section 7.3. The dual problems of SVMs are derived in Section 7.4. Then, to construct nonlinear separating surfaces, feature transformations and kernel tricks are discussed in Section 7.5. To solve the kernelized SVM problem,
decomposition methods are introduced in Section 7.6. Further, we discuss the multiclass strategies in Section 7.7 and make a summary in Section 7.8.

This chapter is not the only existing introduction of SVM. A number of surveys and books may be found in [6, 12, 33]. While this chapter does not discuss applications of SVMs, the reader is referred to [16] for a guide to such applications.

7.2 The Maximum Margin Perspective

Given the training data in the form of label-feature pairs,
\[ S = \{(y_i, \mathbf{x}_i) \mid y_i \in \{+1, -1\}, \mathbf{x}_i \in \mathbb{R}^n, \forall i = 1 \ldots l \}, \]
the goal of binary classification is to find a decision function \( f(\mathbf{x}) \) that could correctly predict the label \( y \) of an input feature \( \mathbf{x} \). The problem could be transformed to the determination of a function \( h(\mathbf{x}) \), such that
\[ f(\mathbf{x}) = \begin{cases} +1 \text{ when } h(\mathbf{x}) > 0, \\ -1 \text{ when } h(\mathbf{x}) < 0. \end{cases} \]

The separating surface, which represents the boundary between positive and negative regions, is defined as follows:
\[ \mathcal{H} = \{ \mathbf{x} \mid h(\mathbf{x}) = 0 \}. \]

Now consider a linearly separable scenario, where some linear functions
\[ h(\mathbf{x}) \equiv \mathbf{w}^\top \mathbf{x} + b \]
could separate the two regions. As shown in Figure 7.1, there may be infinitely many hyperplanes that separate the positive and negative instances correctly. A reasonable choice is the one with the largest gap between both classes. This setting, called the **Maximum Margin Classifier**, may be more resistant to any perturbation of the training data. Since the margin could be measured in different ways, we formally define the distances of a feature \( \mathbf{x} \) to the set \( \mathcal{H} \).
\[ \text{Distance}(\mathbf{x}, \mathcal{H}) = \min_{\mathbf{p} \in \mathcal{H}} \| \mathbf{x} - \mathbf{p} \|. \]

Note that we may use different norms in the definition of distance. By [24, Theorem 2.2], there is a closed-form solution when \( \mathcal{H} \) is a hyperplane:
\[ \text{Distance}(\mathbf{x}, \mathcal{H}) = \frac{|\mathbf{w}^\top \mathbf{x} + b|}{\|\mathbf{w}\|^*}. \]
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FIGURE 7.2: Maximum margin classifiers of different norms.

in which $\|\cdot\|^*$ is the dual norm of the norm we choose in the definition of distance. The margin, which measures the gap between the separating surface $\mathcal{H}$ and the nearest instance, is defined as follows:

$$M \equiv \min_i \frac{|\mathbf{w}^\top \mathbf{x}_i + b|}{\|\mathbf{w}\|^*}.$$

When the instance $\mathbf{x}_i$ lies on the correct side of the hyperplane, the numerator of margin $M$ could be simplified as follows:

$$|\mathbf{w}^\top \mathbf{x}_i + b| = y_i(\mathbf{w}^\top \mathbf{x}_i + b) > 0.$$

Thus, to find a maximum margin classifier, we can instead solve the following problem:

$$\max \mathbf{w}, b, M, \quad \text{s.t.} \quad \frac{y_i(\mathbf{w}^\top \mathbf{x}_i + b)}{\|\mathbf{w}\|^*} \geq M.$$

It could be verified that any non-zero multiple of the optimal solution $(\bar{\mathbf{w}}, \bar{b})$ is still an optimal solution. Therefore, we could set

$$M \|\mathbf{w}\|^* = 1,$$

so that the problem could be rewritten in a simpler form

$$\min_{\mathbf{w}, b} \|\mathbf{w}\|^*, \quad \text{s.t.} \quad y_i(\mathbf{w}^\top \mathbf{x}_i + b) \geq 1, \forall i = 1 \ldots l.$$

If the Euclidean norm $\|\mathbf{x}\|_2 \equiv \sqrt{\sum x_i^2}$ is chosen, this formulation reverts to the original SVM formulation in [1]. If an infinity norm $\|\mathbf{x}\|_\infty \equiv \max_i |x_i|$ is chosen, it instead leads to the L1 regularized SVM. An illustration is provided in Figures 7.2(a) and 7.2(b).

The concept of maximum margin could also be explained by statistical learning theory. From [35], we know that if training data and testing data are sampled i.i.d., under probability $1 - \eta$ we have

$$\text{testing error} \leq \text{training error} + \sqrt{\frac{\text{VC} \cdot (\ln \frac{2l}{\eta} + 1) - \ln \frac{4}{\eta}}{l}},$$

in which VC is the Vapnik-Chervonenkis dimension of our model. In our separable scenario, the training error is zero. Therefore, the minimization of the testing error could be achieved by controlling the VC dimension of our model. However, optimizing the VC dimension is a difficult task.
Instead, we may optimize a simpler upper-bound for $\text{VC}$. Assume that all data lie in an $n$-dimension sphere of radius $R$. It is proven in [35, Theorem 10.3] that the VC dimension of the linear classifier is upper bounded,

$$\text{VC} \leq \min\left(\lceil ||w||^2_2 R^2 \rceil, n\right) + 1.$$ 

As a result, $||w||^2_2$ bounds the VC dimension. The latter bounds the testing error. The maximum margin classifier, which has the smallest $||w||^2_2$, minimizes an upper bound of the testing error. Thus, SVM is likely to have a smaller generalization error than other linear classifiers [28, 35].

### 7.3 The Regularization Perspective

In the previous section, we assume that data are linearly separable. However, in real world scenarios, data are less likely to satisfy this neat assumption. Therefore, the model should also be capable of handling nonseparable data. Recall that the separable condition is equivalent to the following constraints,

$$y_i(w^\top x_i + b) - 1 \geq 0, \ \forall i = 1, \ldots, l.$$ 

To penalize nonseparable instances, a **Loss Function** $\xi(\cdot)$ is used to measure the violation of these inequalities. For example, we can use an absolute value on the violation, and the loss function is referred to as the L1 hinge loss,

$$\xi_{L1}(w, b; y_i, x_i) = \max(0, 1 - y_i(w^\top x_i + b)).$$ 

If we square the violation, the loss function is referred to as the L2 hinge loss,

$$\xi_{L2}(w, b; y_i, x_i) = \max(0, 1 - y_i(w^\top x_i + b))^2.$$ 

An illustration is provided in Figure 7.3.

In contrast to maximizing only the margin in the separable scenario, we also need to penalize the loss terms $\xi(w, b; y_i, x_i)$ for each $i$, while maintaining a large margin. Thus, there are two objectives, and there may be multiple ways of balancing them. For example, one can have a smaller margin with one violated instance, as illustrated in Figure 7.4(a). Alternatively, one can have a larger margin with more violated instances, as illustrated in Figure 7.4(b). Since it is more difficult to minimize multiple objectives simultaneously, some tradeoffs between $||w||^*$ and the loss terms are introduced. If the distance is defined by the Euclidean norm, and the L1 hinge loss is chosen, we have the classic SVM formulation in [1],

$$\min_{w, b} \frac{1}{2} w^\top w + C \sum_{i=1}^l \xi_{L1}(w, b; y_i, x_i). \quad (7.1)$$
FIGURE 7.4: We can take different tradeoffs between margin size and violations.

If L2 hinge loss is selected, it would lead to another formulation

\[
\min_{\mathbf{w}, b} \frac{1}{2} \mathbf{w}^\top \mathbf{w} + C \sum_{i=1}^{l} \xi_{i, 2}(\mathbf{w}, b; y_i, \mathbf{x}_i).
\]

On the other hand, when the infinity norm is chosen to define the distance, we have the L1-regularized SVM problem in [5],

\[
\min_{\mathbf{w}, b} \|\mathbf{w}\|_1 + C \sum_{i=1}^{l} \xi_{i, 1}(\mathbf{w}, b; y_i, \mathbf{x}_i).
\]

As we can see, all these formulations are composed of two parts: a norm from the maximum margin objective, and the loss terms from the violation of the models. The maximum margin part is also called the **Regularization Term**, which is used to control the model complexity with respect to the violation of the models. From the perspective of numeric stability, the regularization term also plays a role in the balance between the accuracy of the model and the numeric range of \(\mathbf{w}\). It ensures that the value of \(\mathbf{w}\) does not take in extreme values.

Because of the tradeoffs between regularization and loss terms, the loss might not be zero even if the data are linearly separable. However, for L2 regularized SVM with L1 hinge loss, it is proved that when \(C\) is large enough, the solution \((\bar{\mathbf{w}}, \bar{b})\) of the SVM with loss terms are identical to the solution of the SVM without loss terms under the separable scenario. A proof of this is available in [23].

### 7.4 The Support Vector Perspective

We will consider an equivalent formulation of (7.1). By introducing a non-negative scalar \(\xi_i = \xi_{i, 1}(\mathbf{w}, b; y_i, \mathbf{x}_i)\), the L2 regularized L1 hinge loss SVM can be rewritten as follows:

\[
\min_{\mathbf{w}, b, \xi} \frac{1}{2} \mathbf{w}^\top \mathbf{w} + C \sum_{i=1}^{l} \xi_i, \quad \text{s.t.} \quad y_i(\mathbf{w}^\top \mathbf{x}_i + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad \forall i = 1 \ldots l. \tag{7.2}
\]

Different from the original non-differentiable problem, this formulation is a convex quadratic programming problem over some linear constraints. Since this problem is a constrained optimization
As a result, the problem min \( L(w, b, \xi, \alpha, \beta) \) of SVM, and the right-hand side, \( \max_{\alpha \geq 0, \beta \geq 0} D(\alpha, \beta) \), is called the Dual Problem of SVM. Similar to the primal objective function, \( D(\alpha, \beta) \rightarrow -\infty \) when \( \sum_{i=1}^{l} \alpha_i y_i \neq 0 \) or \( Ce - \alpha + \beta \neq 0 \),

where \( e \) is the vector of ones. However, such an \( (\alpha, \beta) \) does not need to be considered, because the dual problem maximizes its objective function. Under any given \( (\alpha, \beta) \) with \( D(\alpha, \beta) \neq -\infty \), the minimum \( (\hat{w}, \hat{b}, \hat{\xi}) \) is achieved in the unconstrained problem \( \min_{w,b,\xi} L(w, b, \xi, \alpha, \beta) \), if and only if \( \nabla_{w,b,\xi} L(w, b, \xi, \alpha, \beta) = 0 \). In other words,

\[
\frac{\partial L}{\partial w} = 0 \Rightarrow \hat{w} - \sum_{i=1}^{l} \alpha_i y_i x_i = 0, \quad \frac{\partial L}{\partial b} = 0 \Rightarrow \sum_{i=1}^{l} y_i \alpha_i = 0, \quad \frac{\partial L}{\partial \xi} = 0 \Rightarrow Ce - \alpha + \beta = 0.
\]

Thus, the dual objective, \( D(\alpha, \beta) \equiv \min_{w,b,\xi} L(w, b, \xi, \alpha, \beta) \), could be expressed as follows:

\[
D(\alpha, \beta) = L(\hat{w}, \hat{b}, \hat{\xi}, \alpha, \beta) = -\frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j x_i^\top x_j + \sum_{i=1}^{l} \alpha_i.
\]

As a result, the corresponding dual problem is as follows:

\[
\max_{\alpha, \beta} \quad \frac{1}{2} \sum_{i=1}^{l} \sum_{j=1}^{l} \alpha_i \alpha_j y_i y_j x_i^\top x_j + \sum_{i=1}^{l} \alpha_i,
\]

s.t. \( \sum_{i=1}^{l} y_i \alpha_i = 0, \quad C - \alpha_i - \beta_i = 0, \quad \alpha_i \geq 0, \quad \beta_i \geq 0, \quad \forall i = 1 \ldots l. \)
Moreover, by $C - \alpha_i = \beta_i \geq 0$, we can remove $\beta_i$ by imposing an additional inequality constraint on $\alpha_i$. The dual problem could be simplified as follows:

$$
\min_{\alpha} \frac{1}{2} \alpha^\top Q \alpha - e^\top \alpha, \quad \text{s.t.} \quad 0 = y^\top \alpha, \quad 0 \leq \alpha \leq C e, \quad Q_{ij} = y_i y_j x_i^\top x_j. \quad (7.4)
$$

Consider the solutions $(\hat{w}, \hat{b}, \hat{\xi})$ and $(\tilde{\alpha}, \tilde{\beta})$ for the primal and dual problems, respectively. By the minimax theorem and the definition of $P$ and $D$, we have the following:

$$
L(\hat{w}, \hat{b}, \hat{\xi}, \tilde{\alpha}, \tilde{\beta}) = \max_{P(\hat{w}, \hat{b}, \hat{\xi})} L(\hat{w}, \hat{b}, \hat{\xi}, \alpha, \beta) = \min_{D(\alpha, \beta)} L(\hat{w}, \hat{b}, \hat{\xi}, \alpha, \beta). \quad (7.5)
$$

That is, $P(\hat{w}, \hat{b}, \hat{\xi}) = D(\tilde{\alpha}, \tilde{\beta}) = L(\hat{w}, \hat{b}, \hat{\xi}, \alpha, \beta)$. As a result, (7.3) should also hold for $(\hat{w}, \hat{b}, \hat{\xi}, \tilde{\alpha}, \tilde{\beta})$.

Further, by $P(\hat{w}, \hat{b}, \hat{\xi}) = L(\hat{w}, \hat{b}, \hat{\xi}, \alpha, \beta)$,

$$
0 = \sum_{i=1}^{l} \tilde{\alpha}_i (y_i (\hat{w}^\top x_i + \hat{b}) - 1 + \hat{\xi}_i) + \sum_{i=1}^{l} \tilde{\beta}_i \hat{\xi}_i. \quad (7.6)
$$

With the feasibility constraints on solutions,

$$
0 \leq \alpha_i, \quad 0 \leq \beta_i, \quad 0 \leq \xi_i, \quad y_i (\hat{w}^\top x_i + \hat{b}) \geq 1 - \xi_i, \quad \forall i = 1 \ldots l, \quad (7.7)
$$

we have

$$
\tilde{\alpha}_i (y_i (\hat{w}^\top x_i + \hat{b}) - 1 + \hat{\xi}_i) = 0, \quad \tilde{\beta}_i \hat{\xi}_i = 0, \quad \forall i = 1 \ldots l. \quad (7.7)
$$

The conditions (7.5), (7.6), and (7.7) are referred to as the Karush-Kuhn-Tucker (KKT) optimality conditions [4]. We have shown that the optimal solution should satisfy the KKT conditions. In fact, for a convex optimization problem with linear constraints, the KKT conditions are both necessary and sufficient for optimality.

Further, the KKT conditions link the primal and dual solutions. We have $\hat{w} = \sum_{i=1}^{l} \tilde{\alpha}_i y_i x_i$ from (7.5), and $\hat{b}$ could be inferred from (7.7). Once $(\tilde{\alpha}, \tilde{\beta})$ has been calculated, we could evaluate the decision value as follows:

$$
h(x) = \hat{w}^\top x + \hat{b} = \sum_{i=1}^{l} \tilde{\alpha}_i y_i x_i^\top x + \hat{b}. \quad (7.8)
$$

One can observe that only non-zero $\tilde{\alpha}_i$'s affect the decision value. We call instances with non-zero $\tilde{\alpha}_i$ as the support vectors. Further, from the KKT condition,

$$
y_i (\hat{w}^\top x_i + \hat{b}) \begin{cases} < 1 \implies \tilde{\alpha}_i = C, \\ > 1 \implies \tilde{\alpha}_i = 0, \\ = 1 \implies 0 \leq \tilde{\alpha}_i \leq C. \end{cases} \quad (7.7)
$$

The result shows that all the misclassified instances have $\tilde{\alpha}_i = C$, and all correctly classified instances off the margin have $\tilde{\alpha}_i = 0$. Under the separable scenario, only a few instances are mis-classified or fall within the margin, while all other $\tilde{\alpha}_i$ are zero. This means that the set of support vectors should be sparse.

\footnote{If $0 < \tilde{\alpha}_i < C$, then (7.5), (7.6), and (7.7) imply that $\hat{\xi}_i = 0$ and $\hat{b} = y_i - \hat{w}^\top x_i$. If all $\tilde{\alpha}_i$ are bounded (i.e., $\tilde{\alpha}_i = 0$ or $\tilde{\alpha}_i = C$), the calculation of $\hat{b}$ can be done by a slightly different setting; see, for example, [7].}
7.5 Kernel Tricks

A linear model may not always be appropriate for every kind of data. For example, consider the scenario in Figure 7.5(a). For any linear model, one can obtain only about 50% accuracy. This is not satisfactory, because it is only as good as random guesses. However, if we apply a feature transformation \( \phi(x) \) to all the data by the following:

\[
\phi(x) = \begin{bmatrix} x_1 & x_2 \\ x_1 & x_2 \\ x_1 & x_2 \\ x_1 & x_2 \\ x_1 & x_2 \\ x_1 & x_2 \end{bmatrix}^T.
\]

In this case, the data set becomes linearly separable in the mapped space, as in Figure 7.5(b). In general, when the decision surface is decided by a smooth function \( h(x) \), it could be expressed and approximated by Taylor expansions. For example, the second-order Taylor expansion of \( h(x) \) is as follows:

\[
h(x) \approx w_1 + \frac{1}{2} \begin{bmatrix} x_1 & x_2 \end{bmatrix} \begin{bmatrix} w_1 & w_2 \\ w_2 & w_3 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}.
\]

It should be pointed out that although \( h(x) \) is nonlinear in \( x \), it is linear in \( w \). Consequently, it could be rewritten as \( h(x) = w^T \phi(x) \), in which

\[
\phi(x) = \begin{bmatrix} 1 & x_1 & x_2 & 1/2x_1x_1 & x_1x_2 & 1/2x_2x_2 \end{bmatrix}^T.
\]

The primal problem with transformed instances is quite similar to the original one, as the change is to replace \( x_i \) with \( \phi(x_i) \).

\[
\min_{w, b, \xi} \frac{1}{2} w^T w + C \sum_{i=1}^{l} \xi_i, \quad \text{s.t.} \quad y_i(w^T \phi(x_i) + b) \geq 1 - \xi_i, \quad \xi_i \geq 0, \quad \forall i = 1 \ldots l.
\]

However, the transformation has a serious problem. It is known that the \( d \)th-order Taylor expansion for an \( n \)-dimensional input has \( \frac{(d+n)!}{d!n!} \) coefficients, because of all the combinations of coordinates of \( x \) less than or equal to order \( d \). Thus, when the dimensionality of features and the degree of Taylor expansion grow, the dimension of \( w \), which is identical to the number of coefficients in the Taylor expansion, may become very large. By replacing each \( x_i \) in (7.4) with the mapped vector \( \phi(x_i) \), the dual formulation with transformed instances is as follows:

\[
\min_{\alpha} \frac{1}{2} \alpha^T Q \alpha - e^T \alpha, \quad \text{s.t.} \quad 0 = y^T \alpha, \quad 0 \leq \alpha \leq C e, \quad Q_{ij} = y_i y_j \phi(x_i)^T \phi(x_j).
\]
The dual problem only has \( l \) variables, and the calculation of \( Q_{ij} \) may not even require expanding \( \phi(x_i) \) and \( \phi(x_j) \). For example, suppose that we carefully scale the feature mapping of (7.10) as follows:

\[
\phi(x) = [1 \sqrt{2}x_1 \sqrt{2}x_2 \ x_1x_1 \sqrt{2}x_1x_2 \ x_2x_2]^\top,
\]

In this case, \( \phi(x_i)^\top \phi(x_j) \) could be obtained as follows:

\[
\phi(x_i)^\top \phi(x_j) = (1 + x_i^\top x_j)^2.
\]

As a result, it is not necessary to explicitly expand the feature mapping. In the same manner, one could apply such a scaling to the \( d \)th order Taylor expansion, and the dot product \( \phi(x_i)^\top \phi(x_j) \) could be simplified as follows:

\[
\phi(x_i)^\top \phi(x_j) = (1 + x_i^\top x_j)^d.
\]

In fact, such a method can even handle infinite dimensional expansions. Consider the following feature mapping of a one-dimensional instance \( x \),

\[
\phi(x) = \exp(-x^2) [1 \sqrt{2\pi x_1} \sqrt{2\pi x_2} \sqrt{2\pi^2 x_1^2} \sqrt{2\pi^3 x_1^3} \ldots]^\top. \quad (7.11)
\]

The transformation is constructed by all degrees of polynomials of \( x \), and \( w^\top \phi(x) \) can be seen as a scaled Taylor expansion with respect to the scalar \( x \). Such a feature transformation could not even be performed explicitly, because of the infinite dimensionality. However, the dot product of the transformed feature vectors has a closed form, as follows:

\[
\begin{align*}
\phi(x)^\top \phi(z) &= \exp(-x^2) \exp(-z^2) \sum_{i=0}^{\infty} \frac{1}{i!} (2xz)^i \\
&= \exp(-x^2) \exp(-z^2) \exp(2xz) \\
&= \exp(-(x-z)^2).
\end{align*}
\]

As a result, we could implicitly apply this infinite dimensional feature mapping in the dual formulation, which is expressed only in terms of the dot product. This means that the transformation does not need to be performed explicitly, because the dot products in the dual formulation can be substituted with the kernel function. Such a method is referred to as the kernel trick, and the product is referred to as the Kernel Function, \( k(x,z) = \phi(x)^\top \phi(z) \). Similar to (7.8), we can predict an input \( x \) via

\[
h(x) = \sum_{i=1}^l \alpha_i y_i \phi(x_i)^\top \phi(x) + \bar{b} = \sum_{i=1}^l \alpha_i y_i k(x_i,x) + \bar{b}. \quad (7.12)
\]

The matrix \( K \), in which \( K_{ij} = k(x_i,x_j) = \phi(x_i)^\top \phi(x_j) \), is called the Kernel Matrix. With the kernel matrix, the dual SVM could be written as the following form in [9].

\[
\min_\alpha \frac{1}{2} \alpha^\top Q \alpha - e^\top \alpha \quad \text{s.t.} \quad 0 = y^\top \alpha, \ 0 \leq \alpha \leq Ce, \ Q_{ij} = y_i y_j K_{ij}.
\]

As the definition shows, the kernel matrix is simply a dot map between transformed instances. Solving dual SVMs would only require the kernel matrix \( K \), and we do not even need to know the mapping function \( \phi(\cdot) \). In other words, classification could be done in an unknown high dimensional space, if the labels and a kernel matrix of training instances are given. However, not all matrices \( K \) are valid kernel matrices, because \( K \) must be generated from a dot map. The following theorem discusses when \( K \) is a valid kernel matrix.

\footnote{Dual SVM is not the only formulation to apply the kernel trick. In fact, we can directly modify the primal problem to obtain a formulation involving kernels. The reader is referred to [8,25].}
Theorem 1 A matrix $K \in \mathbb{R}^{l \times l}$ is a valid kernel matrix if and only if it is symmetric positive semi-definite (SPSD). In other words, the following needs to be true:

$$K_{ij} = K_{ji}, \quad \forall i, j \quad \text{and} \quad \mathbf{u}^\top K \mathbf{u} \geq 0, \quad \forall \mathbf{u} \in \mathbb{R}^l.$$ 

We will prove both directions of this statement. For the necessary direction, if $K$ is SPSD, then there exists an $A$ such that $K = A^\top A$ by the Spectral Theorem. As a result, there is a corresponding feature mapping $\phi(x_i) = A_i$, where $A_i$ is the $i$th column of $A$. Then, by definition, $K$ is a valid kernel matrix. For the sufficient direction, if $K$ is a valid kernel matrix, then it is generated by a corresponding feature mapping $\phi(x)$. By that $\phi(x_i)^\top \phi(x_j) = \phi(x_i)\phi(x_j)$, $K$ is symmetric. $K$ is also positive semi-definite because for an arbitrary $\mathbf{u} \in \mathbb{R}^l$,

$$\mathbf{u}^\top K \mathbf{u} = \sum_{i=1}^{l} \sum_{j=1}^{l} u_i u_j \phi(x_i)^\top \phi(x_j) = \sum_{i=1}^{l} \|u_i \phi(x_i)\|^2 \geq 0.$$

For the prediction of an arbitrary point, the kernel function $k(\cdot)$ is needed as shown in (7.12). In the same way, not all functions might be valid kernel functions. The following Mercer’s Theorem [26, 27] gives a condition for a valid kernel function.

Theorem 2 $k : \mathbb{R}^n \times \mathbb{R}^n \to \mathbb{R}$ is a valid kernel function if and only if the kernel matrix it generated for any finite sequence $x_1, x_2, \ldots, x_l$ is SPSD.

This theorem is slightly different from Theorem 1. It ensures a consistent feature mapping $\phi(x)$, possibly in an infinite dimensional space, that generates all the kernel matrices from the kernel function. In practice, we do not need to specify what the feature mapping is. For example, a Gaussian kernel function, also called the Radial Basis Function (RBF), is a common choice for such an implicit feature transform. It is a multivariate version of (7.11), with the following kernel function

$$k(x, z) = \exp(-\gamma \|x - z\|^2),$$

where $\gamma$ is the kernel parameter decided by users. Similar to (7.11), the feature mapping of the RBF kernel corresponds to all polynomial expansions of the input instance vector. We conceptually explain that the mapping function of the RBF kernel transforms the input data to become linearly separable in a high-dimensional space. When the input data are separable by any smooth surface, as illustrated in Figure 7.6, a smooth $h(x)$ corresponds to the separating surface. Note that smooth functions could be analyzed by Taylor expansions, which are a series of polynomial terms. That is, similar to (7.9), $h(x)$ can be expressed as $h(x) = \bar{w}^\top \phi(x)$ for some $\bar{w}$ and $\phi(x)$, which includes polynomial terms. Because $\phi(x)$ of the RBF kernels is a scaled vector of $\phi(x)$, we can adjust $\bar{w}$ to another vector $w$. Then $h(x) = w^\top \phi(x)$ with RBF’s mapping function $\phi(x)$. Therefore, $h(x)$ is a linear separating hyperplane for $\phi(x_i), \forall i$ in the space of $\phi(x)$. However, although highly nonlinear mappings can make training data separable, overfitting may occur to cause poor prediction results.

Note that the kernel trick works even if we do not know which separating surface it corresponds to in the infinite dimensional space. The implicit transformation gives SVMs the power to construct nonlinear separating surfaces, but its lack of explanation is also a disadvantage.

### 7.6 Solvers and Algorithms

As a mature machine learning model, SVMs have been trained by a wide variety of optimization techniques. We will discuss how to solve the following kernelized dual SVM.

$$\min_{\mathbf{a}} \frac{1}{2} \mathbf{a}^\top \mathbf{Q} \mathbf{a} - \mathbf{e}^\top \mathbf{a}, \quad \text{s.t.} \quad 0 = \mathbf{y}^\top \mathbf{a}, \quad 0 \leq \mathbf{a} \leq \mathbf{C} \mathbf{e}, \quad Q_{ij} = y_i y_j K_{ij}.$$
The kernelized dual SVM is a quadratic programming problem with linear constraints, which could be solved by typical quadratic solvers. However, these solvers usually assume full access to the matrix $Q$. This may be too large to be memory-resident, when the value of $l$ is large. Thus, Dual Decomposition Methods [18, 29] are proposed to overcome these challenges. These methods decompose the full scale dual problem into subproblems with less variables, which could be solved efficiently without full access to $Q$. The Sequential Minimal Optimization (SMO) approach, as discussed in [30], is an extreme case of the dual decomposition method by using only two variables in each subproblem.

We now demonstrate how a decomposition method works. We denote $\bar{D}(\alpha) = \frac{1}{2} \alpha^T Q \alpha - e^T \alpha$ as the dual objective function, and $e_i$ as the unit vector with respect to the $i$th coordinate. At each step of SMO, only two variables $\alpha_i$ and $\alpha_j$ in the current $\alpha$ are changed for the next solution $\alpha'$. To make each step feasible, $\alpha'$ must satisfy the equality constraint $0 = y^T \alpha'$. It can be validated that by choosing $\alpha' = \alpha + dy_i e_i - dy_j e_j$, $\alpha'$ satisfies the equality for any scalar $d$. By substituting the new $\alpha'$ into the dual objective function, the subproblem with regards to the variable $d$ becomes the following:

$$\begin{align*}
\min_{d \in \mathbb{R}} & \quad \frac{1}{2} (K_{ii} + K_{jj} - 2K_{ij}) \cdot d^2 + (y_i \nabla_i \bar{D}(\alpha) - y_j \nabla_j \bar{D}(\alpha)) \cdot d + \bar{D}(\alpha) \\
\text{s.t.} & \quad 0 \leq \alpha_i + y_id \leq C, \quad 0 \leq \alpha_j - y_jd \leq C.
\end{align*}$$

This is a single-variable quadratic optimization problem, with box constraints. It is known to have a closed-form solution. An illustration is provided in Figure 7.7, and more details are provided in [7, Section 6]. In addition, $\nabla_i \bar{D}(\alpha)$ and $\nabla_j \bar{D}(\alpha)$ could be obtained by

$$\nabla_i \bar{D}(\alpha) = y_i \sum_{t=1}^{l} y_t \alpha_t K_{it} - 1 \quad \text{and} \quad \nabla_j \bar{D}(\alpha) = y_j \sum_{t=1}^{l} y_t \alpha_t K_{jt} - 1.$$ 

The operation evaluates $2l$ entries of the kernel. Alternatively, by the fact that we only change two variables each time, we could maintain the full gradient at the same cost:

$$\text{For } t = 1, \ldots, l, \quad \nabla_t \bar{D}(\alpha') = \nabla_t \bar{D}(\alpha) + y_t (K_{it} - K_{jt})d.$$ 

Then, at the next iteration, the two needed gradient elements are directly available. One reason to
FIGURE 7.7: A single-variable quadratic problem with box constraints.

maintain the full gradient is that it is useful for choosing coordinates $i$ and $j$. As a result, solving the subproblem costs $O(l)$ kernel evaluations, and $O(l)$ space for storing the full gradient.

The selection of coordinates $i$ and $j$ is an important issue. If they are not not carefully chosen, the objective value might not even decrease. One naive approach is to try all pairs of coordinates and pick the one with the largest reduction. However, it is expensive to examine all $l(l - 1)/2$ pairs. Instead, [19] chooses the pair that has the maximum violation in the optimality condition. In another approach, the second-order selection rule [14] used in LIBSVM [7], fixes the coordinate $i$ via the maximum violation, and determines the value of $j$ that could produce the largest decrease in objective value. Both methods require the gradient $\nabla D(\alpha)$, which is available if we choose to maintain the gradient. In addition, these two methods ensure that all other operations require no more than $O(l)$ cost. Therefore, if each kernel evaluation needs $O(n)$ operations, an SMO step of updating two variables requires $O(l \cdot n)$ cost. These types of decomposition methods effectively solve the challenges associated with memory requirements, because they require only the space for two kernel columns, rather than the full kernel matrix. A review of algorithms and solvers for kernelized SVMs is provided in [3].

7.7 Multiclass Strategies

So far, we have discussed binary SVMs. However, it is common to classify data in more than two classes. In this section, we show that multiclass classification could be achieved by either training several binary subproblems or solving an extension of the SVM formulation. A comparison of different multiclass strategies for SVM is provided in [17].

First, we discuss the use of several binary problems. One of the most straightforward methods is to create a binary classifier for each class to decide whether an instance belongs to that class. This is called the One-Against-Rest strategy [2] because each binary subproblem classifies one class against all the others. Consider an example containing four classes. We denote $f_m$ as the $m$th classifier deciding class $c_m$, and $+$, $-$ as the corresponding positive and negative label of classes. The one-against-rest strategy could be visualized by the following table.

Note that in selecting $j$, constraints in (7.13) are relaxed. See details in [14].
Each column of the table stands for a binary classifier trained on the specified positive and negative classes. To predict an input $\mathbf{x}$, we apply all the binary classifiers to obtain binary predictions. If all of them are correct, there is exactly one positive value $f_m(\mathbf{x})$, and we choose the corresponding class $c_m$ to be the multiclass prediction. However, the binary predictions could be wrong, and there may be multiple positive values, or even no positive value. To handle such situations, we could compare the decision values $h_m(\mathbf{x})$ of classifiers $f_m$, $\forall m$ among the $k$ classes, and choose the largest one.

$$f(\mathbf{x}) = \arg \max_{m=1..k} h_m(\mathbf{x}).$$  \hspace{1cm} (7.14)

If $\|\mathbf{w}_m\|$, $\forall m$ are the same, a larger $h_m(\mathbf{x})$ implies a larger distance of the instance from the decision surface. In other words, we are more confident about the binary predictions. However, the setting in (7.14) is an ad-hoc solution for resolving conflicting predictions, because $\|\mathbf{w}_m\|$, $\forall m$ are likely to be different.

On the other hand, it may not be necessary to train binary classifiers over all the training data. We could construct one binary classifier for each pair of classes. In other words, for $k$ classes, $k(k-1)/2$ binary classifiers are trained on each subset of distinct labels $c_r$ and $c_s$. This method is called the **One-Against-One** strategy [20]. This is used for SVMs in [7, 15, 21]. The notation $f_{rs}$ denotes the classifier with respect to classes $c_r$ and $c_s$, and the notation 0 indicates the irrelevant classes. The one-against-one strategy is visualized in the following table.

<table>
<thead>
<tr>
<th>Class</th>
<th>Classifiers</th>
</tr>
</thead>
<tbody>
<tr>
<td>$c_1$</td>
<td>$f_{12}$ $f_{13}$ $f_{14}$ $f_{23}$ $f_{24}$ $f_{34}$</td>
</tr>
<tr>
<td>$c_2$</td>
<td>$+$ $0$ $0$ $+$ $+$ $0$</td>
</tr>
<tr>
<td>$c_3$</td>
<td>$0$ $0$ $0$ $+$ $0$ $+$</td>
</tr>
<tr>
<td>$c_4$</td>
<td>$0$ $0$ $0$ $0$ $-$ $-$</td>
</tr>
</tbody>
</table>

In prediction, a voting procedure based on predictions of all $k(k-1)/2$ binary classifiers is conducted. A total of $k$ bins are prepared for the $k$ classes. For each classifier, with respect to classes $c_r$ and $c_s$, we cast a vote to the corresponding bin according to the predicted class. The output of the voting process is the class with maximum votes. If all predictions are correct, the winner’s bin should contain $k-1$ votes, while all others should have less than $k-1$ votes.

When kernelized SVMs are used as binary classifiers, the one-against-one strategy usually spends less time in training than the one-against-rest strategy [17]. Although there are more subproblems in the one-against-one strategy, each of the subproblems involves fewer instances and could be trained faster. Assume it costs $O(l^d)$ time to train a dual SVM. If each class has about the same number of instances, the time complexity for the one-against-one strategy is $O((l/k)^d k^2) = O(l^d k^{2-d})$. In contrast, the one-against-rest strategy needs $O(l^d k)$ cost. As a result, the one-against-one strategy has a lower complexity when $d > 1$.

In kernelized SVMs, recall that we use the following equation to evaluate the decision value of a binary classifier,

$$h(\mathbf{x}) = \sum_{i=1}^{l} \alpha_i y_i k(\mathbf{x}_i, \mathbf{x}) + \bar{b}.$$
The kernel evaluations for $k(x_i, x_j), \forall \alpha_i \neq 0$ account for most of the time in prediction. For multiclass methods such as one-against-one and one-against-rest, the values $k(x_i, x_j)$ are the same across different binary subproblems. Therefore, we only need to pre-calculate the kernel entries with nonzero $\alpha_i$ in all the binary classifiers once. In practice, the number of “total” support vectors across binary problems of one-against-rest and one-against-one strategies do not differ much. Thus, the required times for prediction are similar for both multiclass strategies.

To improve the one-against-one strategy, we could avoid applying all $k(k-1)/2$ classifiers for prediction. Instead of making decisions on all classifiers, we can apply one classifier at a time to exclude one class, and after $k-1$ runs there is only one class left. This policy is referred to as the DAGSVM [31], because the procedure is similar to walking through a direct acyclic graph (DAG) in Figure 7.8. Though such a policy may not be fair to all the classes, it has the merit of being fast.

The binary reduction strategies may ensemble inconsistent classifiers. If we would like to solve multiclass classification as a whole, we must redefine the separability and the margin of multiclass data. Recall that in the one-against-rest strategy, we predict the class with the largest decision value. For the simplicity of our formulation, we consider a linear separating hyperplane without the bias term, $h_m(x) = w_m^\top x$. As a result, the decision function is

$$f(x) = \arg \max_{m=1...k} w_m^\top x.$$  

When all instances are classified correctly under the setting, there are $w_1, \ldots, w_k$ such that $\forall i = 1, \ldots, l$,

$$w_{y_i}^\top x_i > w_m^\top x_i, \quad \forall m = 1 \ldots k, \ m \neq y_i.$$  

With the same technique in Section 7.2, the linearly separable condition could be formulated as $\forall i = 1, \ldots, l$,

$$w_{y_i}^\top x_i - w_m^\top x_i \geq 1, \quad \forall m = 1 \ldots k, \ m \neq y_i.$$  

Thus, the margin between classes $c_r$ and $c_s$ should be defined as follows:

$$M_{r,s} \equiv \min_{i \in [r,s]} \frac{|(w_r - w_s)^\top x_i|}{\|w_r - w_s\|^2}.$$  

An illustration is provided in Figure 7.9. To maximize the margin $M_{r,s}$ for every pair $r, s$, we instead minimize the sum of its inverse $\sum_{r \neq s} 1/M_{r,s}^2$. The work [10] further shows that

$$\sum_{r,s=1,...,k \ s.t. \ r \neq s} \frac{1}{M_{r,s}^2} \leq k \sum_{m=1...k} w_m^\top w_m.$$  

Therefore, a maximum margin classifier for multiclass problems could be formulated as the follow-
For the nonseparable scenario, the formulation with a loss term $\xi$ is

$$
\begin{align*}
\min_{w_1, \ldots, w_k} & \quad \frac{1}{2} \sum_{m=1}^{k} w_m^\top w_m + C \sum_{i=1}^{l} \xi_i \\
\text{s.t.} & \quad w_i^\top x_i - w_m^\top x_i \geq 1 - \delta_{y_i, m} - \xi_i, \\
& \quad \forall i = 1 \ldots l, \; \forall m = 1 \ldots k,
\end{align*}
$$

where $\delta_{y_i, m}$ is defined to be 1 when $y_i$ equals $m$, and 0 otherwise. We could validate that when $y_i$ equals $m$, the corresponding inequality becomes $\xi_i \geq 0$. This formulation is referred to as the Crammer and Singer's SVM (CSSVM) [10, 11]. Similarly, we can derive its dual problem and the kernelized form. Compared to the binary reduction strategies, the work in [17] shows that CSSVM usually gives similar classification accuracy, but needs more training time. Other similar, but slightly different strategies, are provided in [22, 36].

### 7.8 Conclusion

SVM is now considered a mature machine learning method. It has been widely applied in different applications. Furthermore, SVM has been well-studied, both from theoretical and practical perspectives. In this chapter we focus on the kernelized SVMs, which construct nonlinear separating surfaces. However, on sparse data with many features and instances, a linear SVM may achieve similar accuracy with a kernelized SVM, but is significantly faster. Readers may refer to [13] and [37] for details.

The topic of kernelized SVM is broader than one can hope to cover in a single chapter. For example, we have not discussed topics such as kernelized support vector regression (SVR) and kernel approximations to improve the training speed. Our aim was to introduce the basic concepts.
of SVM. Readers can use the pointers provided in this chapter, to further study the rich literature of SVM, and learn about recent advancements.
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8.1 Introduction

Neural networks have recently been rediscovered as an important alternative to various standard classification methods. This is due to a solid theoretical foundation underlying neural network research, along with recently-achieved strong practical results on challenging real-world problems. Early work established neural networks as universal functional approximators [33, 59, 60], able to approximate any given vector space mapping. As classification is merely a mapping from a vector space to a nominal space, in theory, a neural network is capable of performing any given classification task, provided that a judicious choice of the model is made and an adequate training method is implemented. In addition, neural networks are able to directly estimate posterior probabilities, which provides a clear link to classification performance and makes them a reliable estimator of the optimal Bayes classifier [14, 111, 131]. Neural networks are also referred to as connectionist models.

Theories of neural networks have been developed over many years. Since the late 19th century, there have been attempts to create mathematical models that mimic the functioning of the human nervous system. The discovery by Cajal in 1892 [29] that the nervous system is comprised of neurons communicating with each other by sending electrical signals down their axons, was a
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breakthrough. A neuron receives various signals from other linked neurons, processes them, and then decides to inhibit or send a signal based on some internal logic, thus acting as an electrical gate. This distributed neuronal process is the mechanism the brain uses to perform its various tasks. This finding led to an increase in research on mathematical models that attempt to simulate such behavior, with the hope, yet to be substantiated, of achieving human-like classification performance.

The first broadly-publicized computational model of the neuron was proposed by McCulloch and Pitts in 1943 [91]. It was a binary threshold unit performing a weighted sum of binary input values, and producing a 0 or 1 output depending on whether the weighted sum exceeded a given threshold. This model generated great hope for neural networks, as it was shown that with a sufficient number of such neurons, any arbitrary function could be simulated, provided that the weights were accurately selected [96]. In 1962, Rosenblatt [114] proposed the perceptron learning rule, an iterative learning procedure for single-layer linear threshold units in which the unit can take scalar inputs to produce a binary output. The perceptron learning rule was guaranteed to converge to the optimal set of weights, provided that the target function was computable by the network.

Regrettably, research into neural networks slowed down for almost 15 years, largely due to an influential paper by Minsky and Papert [78] which proved that a single-layer perceptron is incapable of simulating an XOR gate, which severely limits its capabilities. In the 1980s, interest in neural networks was revived, based on a proposal that they may be seen as a memory encoding system. Based on this view, associative networks were proposed utilizing some energy measure to optimize the network. This framework led to the Hopfield network [58] and Boltzmann Machine [1]. In terms of usage for classification, the development of the back-propagation algorithm [90, 116], as a way to train a multi-layer perceptron, provided a fundamental breakthrough. The multi-layer perceptron (MLP) and its variants do not have the limitation of the earlier single-layer perceptron models, and were proven to be able to approximate any given vector space mapping. Consequently, MLPs have been the most widely-used neural network architecture. The 1990s witnessed the emergence of various neural network applications, mostly around small or medium-size architectures. Networks with one or two hidden layers were common, as networks with more layers suffered training issues such as slow convergence, local minima problems, and complex learning parameter tuning.

Since the mid-2000s, the focus has been on the ability of neural networks to discover internal representations within their multi-layered architecture [15]. The deep learning concept [56] was proposed as a way to exploit deep neural networks with many layers and large numbers of units that maximize the extraction of unseen non-linear features within their layers, and thus be able to accomplish complex classification tasks. With the use of high-performance computing hardware and the utilization of modular and selective learning techniques, deep neural networks with millions of weights have been able to achieve breakthrough classification performance.

In terms of practical use, neural networks have been successfully applied to a variety of real world classification problems in various domains [132] including handwriting recognition [32, 47, 73, 89], speech recognition [25, 87], fault detection [6, 61], medical diagnosis [9, 28], financial markets [124, 126], and more.

In this chapter, we provide a review of the fundamental concepts of neural networks, with a focus on their usage in classification tasks. The goal of this chapter is not to provide an exhaustive coverage of all neural network architectures, but to provide the reader with an overview of widely used architectures for classification. In particular, we focus on layered feedforward architectures.

The chapter is organized as follows. In Section 8.2, we introduce the fundamental concepts underlying neural networks. In Section 8.3 we introduce single-layer architectures. We review Radial Basis Function network as an example of a kernel neural network in Section 8.4. We discuss multi-layer architectures in Section 8.5, and deep neural networks in Section 8.6. We summarize in Section 8.7.
8.2 Fundamental Concepts

An artificial neural network (ANN) or neural net is a graph of connected units representing a mathematical model of biological neurons. Those units are sometimes referred to as processing units, nodes, or simply neurons. The units are connected through unidirectional or bidirectional arcs with weights representing the strength of the connections between units. This is inspired from the biological model in which the connection weights represent the strength of the synapses between the neurons, inhibiting or facilitating the passage of signals.

The neural network takes input data from a set of dedicated input units and delivers its output via a set of dedicated output units. A unit can act as both an input unit as well as an output unit. The remaining units are responsible for the computing logic, as represented by the mathematical model of the biological neuron. For classification problems, a neural network is characterized by the following:

- **The neuron model** or the mathematical model of a neuron that describes how a unit in the network produces an output from its inputs and the role it plays in the network (input unit, output unit, or computing unit).

- **The architecture** or the topology that outlines the connections between units, including a well-defined set of input and output units.

- **The data encoding policy** describing how input data or class labels are represented in the network.

- **The training algorithm** used to estimate the optimal set of weights associated with each unit.

In the remainder of this section, we will review each of these characteristics in more detail.

### 8.2.1 Mathematical Model of a Neuron

The artificial neuron, as illustrated in Figure 8.1, is a computational engine that transforms a set of inputs \( x = (x_1, \cdots, x_d) \) into a single output \( o \) using a composition of two functions as follows:

1. A **net value function** \( \xi \), which utilizes the unit’s parameters or weights \( w \) to summarize input data into a net value, \( \nu \), as

\[
\nu = \xi(x, w).
\]  

(8.1)

The net value function mimics the behavior of a biological neuron as it aggregates signals from linked neurons into an internal representation. Typically, it takes the form of a weighted sum, a distance, or a kernel.

2. An **activation function**, or **squashing function**, \( \phi \), that transforms net value into the unit’s output value \( o \) as

\[
o = \phi(\nu).
\]  

(8.2)

The activation function simulates the behavior of a biological neuron as it decides to fire or inhibit signals, depending on its internal logic. The output value is then dispatched to all receiving units as determined by the underlying topology. Various activations have been proposed. The most widely-used ones include the linear function, the step or threshold function, and the sigmoid and hyperbolic tangent function, as shown in Figure 8.2.
FIGURE 8.1: Mathematical model of an ANN unit. The unit computes a net value as a scalar function of the inputs using local parameters, and then passes the net value to an activation function that produces the unit output.

8.2.2 Types of Units

Given the variety of net value functions and activation functions, various types of neural network units can be derived. However, not all combinations are adequate since the choice of a particular combination depends on the topology of the network and the underlying theoretical justification. The most widely used units include the linear threshold unit, the linear unit, the sigmoidal unit, the Gaussian unit, and the distance unit (Table 8.1).

<table>
<thead>
<tr>
<th>Type of unit</th>
<th>net function</th>
<th>activation function</th>
</tr>
</thead>
<tbody>
<tr>
<td>linear threshold unit</td>
<td>weighted sum</td>
<td>step or sign function</td>
</tr>
<tr>
<td>linear unit</td>
<td>weighted sum</td>
<td>linear or piecewise linear</td>
</tr>
<tr>
<td>sigmoidal unit</td>
<td>weighted sum</td>
<td>sigmoid or tanh</td>
</tr>
<tr>
<td>distance unit</td>
<td>distance</td>
<td>linear or piecewise linear</td>
</tr>
<tr>
<td>gaussian unit</td>
<td>distance</td>
<td>gaussian kernel</td>
</tr>
</tbody>
</table>

8.2.2.1 McCullough Pitts Binary Threshold Unit

We start by introducing the McCulloch and Pitts neuron. The McCulloch Pitts or binary threshold unit was the first artificial neuron [91] directly inspired from research in neuroscience. The model was a direct attempt to simulate the behavior of a biological neuron in terms of its logical functions. It has limited use for data classification tasks, but is a useful historical reference. The input data is binary and binary weights are selected to implement blocking and pass-through effects of nervous signal impulses.

The binary threshold unit uses a weighted sum of inputs as the net value function and a threshold function as the activation function. Hence:

\[ \xi(x, w) = w'x \]
\[ = \sum_{i=1}^{d} x_i w_i = v \]
\[ \phi(v) = 1(v > \theta) \]
where $\mathbf{w} = (w_1, \ldots, w_d)$ is the binary weight vector representing the unit’s parameters, with $w_i \in \{0, 1\}$. The activation function is the step function $1(b)$ with value equal to 1 when the Boolean value $b$ is true and zero otherwise.

The binary threshold unit performs a two-class classification on a space of binary inputs with a set of binary weights. The net value, as a weighted sum, is similar to a linear regression (notwithstanding the thresholding) and is able to accurately classify a two-class linear problem in this space. It was demonstrated that the binary threshold unit can realize a variety of logic functions including the AND, OR, and NAND gates [91].

However, its inability to perform the XOR gate [114] severely limits its classification capabilities. Another major drawback of the binary threshold unit is the lack of learning algorithms to estimate the weights, given the classification task.

### 8.2.2.2 Linear Unit

The linear unit uses a weighted sum as the net value function and an affine function as activation function, yielding

$$
\xi(\mathbf{x}, \mathbf{w}) = \mathbf{w}' \mathbf{x} = \sum_{i=1}^{d} x_i w_i + w_0
$$

$$
\phi(\nu) = \alpha \nu
$$

where $w_0$ is a bias with $\mathbf{x} = (1, x_1, \cdots, x_d)$ and $\mathbf{w} = (w_0, w_1, \cdots, w_d)$. The activation is a simple linear multiplier with $\alpha = 1$ in most cases. The linear unit is essentially a two-class linear regression model, and inherits linear regression capabilities. In particular, it is a good fit for linearly separable two-class problems. However, the limitation to linear classification tasks can be overcome in the context of a neural network, where various linear units work in concert to implement a distributed processing scheme in a manner similar to linear discrimination functions [35].

The linear unit is widely used across a variety of neural network architectures: there is no restriction a priori on the type of weights, and its smoothness makes it suitable for various gradient-based optimizations.
8.2.2.3 Linear Threshold Unit

The linear threshold unit uses a weighted sum as the net value function with the 0-1 step function as an activation function

$$\phi(v; \theta) = 1(v > \theta).$$  \hspace{1cm} (8.8)

The step function provides a degree of non-linearity that was not available with the linear unit. This can potentially increase classification performance beyond linear problems, in particular when used within a neural network architecture. The main issue with the 0-1 step function is its lack of smoothness, which makes that unit non-amenable to optimization via standard gradient descent techniques.

8.2.2.4 Sigmoidal Unit

The sigmoidal unit uses a weighted sum with bias (Equation 8.6) as the value function, but can be implemented using two types of activation functions: the sigmoid function and the hyperbolic tangent (tanh) function. The sigmoid function, defined as

$$\phi(v) = \frac{1}{1 + \exp(-v)}$$  \hspace{1cm} (8.9)

maps the net value into interval $[0, 1]$ while the tanh function,

$$\phi(v) = \tanh(v) = \frac{\exp(v) - \exp(-v)}{\exp(v) + \exp(-v)}.$$  \hspace{1cm} (8.10)

maps the net value into the interval $[-1, 1]$. The step function is a smooth approximation of the step function while the tanh function is a smooth approximation of the sign function. Smoothness in an activation function is a useful feature as it allows gradient descent optimization techniques and provides a gradual response to various strengths of the net value stimuli. Furthermore, it has been proven that a neural network with sigmoidal units can achieve universal approximation [33, 59, 60]. This important property explains why the sigmoidal unit is the most widely used unit and the predominant unit in feedforward architectures.

8.2.2.5 Distance Unit

The distance unit uses a distance measure as the net value function and a linear function as the activation function, yielding

$$\xi(x, w) = ||x - w||$$

$$\phi(v) = \alpha v$$ \hspace{1cm} (8.12)

with a typical value of $\alpha = 1$, where $x = (x_1, \cdots, x_d)$ and $w = (w_1, \cdots, w_d)$. This unit computes the distance between the inputs $x$ and some prototype vector $w$ [75]. A commonly used distance is the Euclidean distance, i.e. $\xi(x; w) = \sum (x_i - w_i)^2$.

8.2.2.6 Radial Basis Unit

The radial basis unit uses a distance function as the net value function and a kernel function as the activation function, producing

$$\xi(x, w) = ||x - w||$$

$$\phi(v) = \exp(-v)$$ \hspace{1cm} (8.14)

for a parameter value $w$ characterizing the unit’s parameters. In Equation 8.14, we use a Gaussian kernel as activation function, which is the primary choice for classification tasks. The net value
typically uses a scaled Euclidean distance or the Mahalanobis distance. The radial basis provides a local response activation similar to local receptive patterns in brain cells, centred at the unit’s parameters. Hence, the unit is activated when the input data is close in value to the its parameters. The Gaussian kernel enables the unit to achieve non-linear classification capabilities, while enabling better local pattern matching [18].

8.2.2.7 Polynomial Unit

The polynomial unit [116] computes the net value as a polynomial transform of the input data components:

$$\xi(x; w) = \sum_i w_i x_i + \sum_{i,j} w_{ij} x_i x_j + w_o.$$  \hfill (8.15)

The associated activation function is typically a linear or a sigmoid function. Polynomial units are infrequently used for classification tasks and we do not discuss them in more detail.

8.2.3 Network Topology

The network topology refers to the underlying graph of units, representing the connectivity between different types of units. Connections are often unidirectional, with the arcs representing flow of data in the network. A unit typically has many successor units to which it passes its outputs. Neural network architectures for classification require at least one input layer, whose role is to bring data to the network, and one output layer, whose role is to provide the network’s outputs and the classification decision. The topology can be free-style, layered, modular, or with feedback, depending on the particular assumptions.

8.2.3.1 Layered Network

A network with a layered architecture organizes its units into hierarchical layers, where each layer provides a specific functionality such as receiving input data, performing internal transformations, or providing the network’s output. Units in the input layer do not perform any computation; their role is merely to ingest data into the network, and as such, are not included in the layer count. So, a single-layer network comprises an input layer and output layer. A two-layer network is made of an input layer, a single hidden layer, and output layer. Typical layered architectures for classification include:

- Feedforward networks or multi-layer perceptron (MLP), which features an input layer, one or several hidden layers, and an output layer. The units in the feedforward networks are linear or sigmoidal units. Data move from the input layer, through the hidden layers, and up to the output layer. Feedback is not allowed.

- Radial Basis Function (RBF) networks [115] made of a single hidden layer with kernel units and output layer with linear units.

- The Learning Vector Quantization (LVQ) network [75], featuring a single layer network where input units are connected directly to output units made of distance units.

8.2.3.2 Networks with Feedback

Networks with feedback implement autoregressive computations, either at the unit-level or at the layer level. Standard examples of networks with feedbacks include recurrent feedforward neural networks [113] or recurrent radial basis function networks [17].
8.2.3.3 Modular Networks

Modular networks create a modular representation of the classification task. A module is a
neural network designed for a specific task such as performing classification within a subset of
categories; for example, classifying only consonants in the phoneme classification task. Modules can
be organized hierarchically as done with the large-phonetic Time Delay Neural Network (TDNN-LR) [120] or integrated as mixture of experts [65].

8.2.4 Computation and Knowledge Representation

At the unit level, computation is a two-stage process, in which the unit computes the net value
using the net value function, and then computes its output using the activation function. At the
network level, computation starts with a presentation of the data to the input units in the network.
The input units then transmit the data (without modifications) to the connected successor units.
These units are then activated, each one computing its net value and output, and in turn transmitting
that output to the connected recipient units. This process is called spreading activations or
forward propagation, as activation values spread from the input layer up to the output layer in a
sequential fashion. Depending on the network connectivity, the spreading activation process can be
implemented in parallel distributed system or a PDP [117].

In networks without feedback, the process of activation and propagation ends with the produc-
tion of outputs from the output layer. In networks with feedback, such as recurrent networks, the
activation propagation never ends, instead following a dynamic trajectory through the state space,
as units and layers are continuously updated.

The state of the network is represented by the values of all weights for all units. The values
of the weights, the connections between units, and the type of net value functions and activation
functions are the mechanism used by the network to encode knowledge learned from the data —
similar to the way the brain operates.

8.2.5 Learning

Neural network learning for classification is the estimation of the set of weights that optimally
achieve a classification task. Learning is done at the network level to minimize a classification error
metric. This includes schemes for each unit to update its weight, to increase the overall performance
of the network. Each class of networks provides a learning scheme suited for its particular topology.
In principle, the update of weight $w_{ij}$ between neuron $j$ getting input $x_i$ from neuron $i$ and producing
an output $o_j$ should reflect the degree to which the two neurons frequently interact in producing the
network’s output. The weight update $\Delta w_{ij}$ is thus of the form

$$\Delta w_{ij} = F(x_i, o_j, w_{ij}, \eta)$$  \hspace{1cm} (8.16)

where $\eta$ is some learning rate parameters and $F()$ some multiplicative function. Various update
rules are proposed to reflect this broad principle.

8.2.5.1 Hebbian Rule

The Hebbian learning rule [34] states that a weight between two units should be strengthened
according to how frequently they jointly participate in the classification task. This led to a formula
of the type:

$$\Delta w_{ij} = \eta x_i o_j$$  \hspace{1cm} (8.17)

where the update is proportional to some function of input and output values. The Hebbian rule is
unsupervised since it does not make use of a targeted output. Also, since the activation function is
not explicitly used, it is applicable to all types of units including threshold units.
8.2.5.2 The Delta Rule

The delta rule, also called the Widrow-Hoff learning rule (see Section 8.3.2), is a gradient descent on a square error between the net value $v_j$ and a desired output $t_j$, yielding

$$\Delta w_{ij} = \eta(t_j - v_j)x_i. \quad (8.18)$$

The above form of the delta can be used on all types of units, provided the availability of a desired output. However, this form of the delta rule does not use the unit's output, which results in a discrepancy between the system used for classification and the one used for training, especially for non-linear units. The generalized form of the delta rule provides a remedy to this issue by embedding the derivative of the activation function, producing an update in the form

$$\Delta w_{ij} = \eta(t_j - o_j)\phi'(v_j)x_i \quad (8.19)$$

where $\phi'()$ is the derivative of the activation function. The generalized delta rule requires the use of a smooth activation function and is the form widely used for classification tasks in many network architectures. It is a supervised training scheme directly derived from a gradient descent on square error between a target function and the output. Training starts with weights initialized to small values.

8.3 Single-Layer Neural Network

A single-layer neural network features one input layer and one output layer. The simplicity of these networks makes them suitable for introducing the inner workings of neural networks. In this section, we review a few standard single-layer networks widely used for classification problems. This architecture includes the perceptron, the adaline network, and the Linear Vector Quantization (LVQ).

8.3.1 The Single-Layer Perceptron

The single-layer perceptron (SLP), as introduced by Rosenblatt [114], is one of the earlier and simplest neural network architecture. The output layer is made of a single linear threshold unit with weights $w$ that receives input $x$ from a set of input neurons. That output unit uses the sign function as an activation function, thus implementing a two-class classification task onto the space $\{-1, 1\}$, where the class decision is based on the sign of the dot product $w^T x$.

8.3.1.1 Perceptron Criterion

We are given the training data $X = \{x_1, \cdots, x_N\}$ with associated desired outputs $\{t_1, \cdots, t_N\}$ ( $t_n \in \{-1, 1\}$ ) where $-1$ represents class $C_1$ and $1$ represents $C_2$. For each input data $x_n$, the perceptron generates an output $o_n \in \{-1, 1\}$. Training minimizes the perceptron criterion $E_p$ [19, 35] defined over the training set as

$$E_p = - \sum_{n,n_t \neq t_n} t_n w^T x_n \quad (8.20)$$

where the sum is performed over misclassified examples ($o_n \neq t_n$). This criterion attempts to find the linear hyperplane in the $x$-space that separates the two classes at the origin. To see this, observe that the dot product $-t_n w^T x_n$ is always positive for a misclassified $x_n$. Therefore, minimizing the
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Algorithm 8.1 Single-layer perceptron learning

**Input:** Training data \( X = \{x_1, \cdots, x_N\} \) and associated labels \( \{t_1, \cdots, t_N\}; \) \( x_n \in \mathbb{R}^D, t_n \in \{0, 1\} \); learning rate \( \eta > 0 \).

**Output:** A trained single-layer perceptron with optimal set of weights \( w \).

1: Randomly initialize the set of weight \( w = (w_1, \cdots, w_d) \) to zero.
2: \textbf{repeat}
3: \hspace{1em} \textbf{for} \( n \) in \( \{1, \ldots, N\} \) \textbf{do}
4: \hspace{2em} Compute the neuron output \( o_n = \text{sign}(w^T x_n) \)
5: \hspace{2em} \textbf{if} \( o_n \neq t_n \) \textbf{then}
6: \hspace{3em} \( w \leftarrow w + \eta x_n \) \hspace{1em} \# misclassified data
7: \hspace{2em} \textbf{end if}
8: \hspace{1em} \textbf{end for}
9: \hspace{1em} \textbf{until} All training data are correctly satisfied or a specified minimum number of iterations are executed

The perceptron criterion is equivalent to solving the linear inequality \( t_n w^T x_n > 0 \) for all \( x_n \), which can be done either incrementally, one sample at a time, or in batch fashion.

The SLP learning is shown in Algorithm 8.1. It is equivalent to stochastic gradient descent on the perceptron criterion. Some variants of the algorithm use a linearly decreasing learning rate \( \eta(n) \) as function of \( n \). For each misclassified sample \( x_n \), the training process adds the data to the weight when data belong to class \( C_2 \) and subtracts the input data from the weights, when the data belong to \( C_1 \). The effect of this label-based selective update is to incrementally re-align the separating hyperplane to the direction that optimally separates the two classes [19,35]. The batch version of the perceptron algorithm performs a similar update on the accumulated sum of misclassified samples:

\[
w \leftarrow w + \eta(t) \sum_{n, o_n \neq t_n} x_n t_n
\] (8.21)

for a linearly decreasing learning \( \eta(t) \) as a function of training time \( t \). The update is done up to a specified number of epochs or when all data have been correctly classified. It is a direct application of the delta rule since weights are updated according to their contribution to the error.

The perceptron convergence theorem guarantees the optimality of the process: The learning algorithm, as illustrated in Algorithm 8.1, will find the optimal set of weights within a finite number of iterations, provided that the classes are linearly separable [35,52,114].

For non-linear problems, there is no guarantee of success. In that scenario, learning is aimed at achieving classification performance within a tolerable margin of error \( \gamma \), such that

\[
t_n w^T x_n > \gamma
\] (8.22)

for all \( n \). The perceptron learning then minimizes misclassification error relative to that margin, which gives

\[
w \leftarrow w + \eta x_n \text{ if } -t_n w^T x_n > \gamma.
\] (8.23)

For a \( \gamma > 0 \) satisfying the condition in Equation 8.22, the perceptron margin theorem provides a bound on the number of achievable errors. Suppose there exists a normalized set of weights \( w \) such that \( \| w \| = 1 \) and that the entire training set is contained in a ball of diameter \( D \) (\( \| x_n \| < D \) for all \( n \)), then the number of mistakes \( M \) on the training set \( X \) made by the perceptron learning algorithm is at most \( \frac{D^2}{\gamma} \). However, a priori knowledge of the optimal \( \gamma \) is hardly available. In practice, \( \gamma \) can be set to

\[
\gamma = \min_n t_n w^T x_n
\] (8.24)
after completion of the learning scheme, and that value can be used to provide a bound on the error rate. Note that the bound does depend on the dimensionality of the input data, making the perceptron applicable to large-dimensional data. To remove dependency on $D$, it is common to normalize each training data by $\frac{x_n}{||x_n||}$, which produces the bound of the form $\frac{1}{\gamma^2}$.

8.3.1.2 Multi-Class Perceptrons

The original perceptron algorithm deals with a two-class problem and uses a single output unit with a threshold activation. For classification problems with $K > 2$ classes, $C_1, \ldots, C_K$, the perceptron features $K$ output units in the output layer, with one output unit per class, and all output units getting the same input data. Each output $j$ has its own set of weights $w_j$. This is equivalent to a multi-class linear machine [35, 104], where the $j$-th output unit implements a linear discrimination function for class $C_j$. For an input data $x = (x_1, x_2, \ldots, x_d)$, each output unit $j$ computes a net value $v_j = w_j^T x$ and an output value $o_j = v_j$ where column-vector $w_j = (w_{o_j}, w_{1j}, \ldots, w_{dj})$ is the set of weights with $w_{o_j}$ representing the connection between the $i$-th input unit, and the $j$-th output unit and $w_{o_j}$ is a bias. In contrast to the two-class perceptron, output units are linear units; threshold activations are not used. The use of linear activation allows for a gradual comparison of the scores produced by the outputs, which is not possible with threshold units producing either $-1$ or $1$.

Classification is done by selecting the class of the output unit that yields the highest output value:

$$x \in C_k \text{ if } k = \arg \max_j o_j. \quad (8.25)$$

Supervised training of the multi-class perceptron is aimed at generating a positive value $o_k$ if the input data belongs to the representative category $C_k$ and a negative value if the input data belongs to a category other than $C_k$. To achieve this outcome, the multiclass perceptron learning implements a competitive learning scheme whenever there is misclassification. Given training data $X = \{x_1, \ldots, x_N\}$ with associated desired outputs $t_n = (t_{n1}, \ldots, t_{nK})$ with $t_{nj}$ encoded using the principle of 1-of-K in the set $\{-1, 1\}$ as

$$t_{nk} = \begin{cases} 
1 & \text{if } x_n \in C_k \\
-1 & \text{otherwise}, \end{cases} \quad (8.26)$$

then, for an input data $x_n$ of the class $C_k$ that generates an output $o_k$ the multi-class perceptron performs an update whenever $o_k$ is misclassified as a class $C_q$:

$$w_j \leftarrow w_j + \eta t_{nj} x_n \text{ for } j \in \{k, q\}. \quad (8.27)$$

Similar to the two-class case, the update occurs only when the input data have been misclassified. The effect is to increase the weight of the output vector of the right category ($w_k \leftarrow w_k + \eta x_n$) and decrease the weight of competing category $w_q \leftarrow w_q - \eta x_n$. The multi-class perceptron learning is shown in Algorithm 8.2.

8.3.1.3 Perceptron Enhancements

The perceptron is essentially a linear discrimination machine. Performance is guaranteed only for linearly separable classification problems within a finite number of iterative steps [35, 114]. Also, the perceptron is very sensitive to noise, which severely limits its performance in real-world scenarios.

The use of a margin $\gamma$ as a tradeoff in performance enables us to adapt the perceptron to challenging non-linear scenarios. To overcome some learning issues encountered by the original perceptron in noisy settings, more robust variants of the perceptron learning have been proposed. The pocket algorithm [44] keeps a buffer of good weights in a "pocket" during the learning process and uses
Algorithm 8.2 Multi-class perceptron learning

**Input:** Training data \( \mathcal{X} = \{x_1, \cdots, x_N\} \) and learning rate \( \eta > 0 \).

**Output:** A trained single-layer multi-class perceptron with optimal set of weights \( \mathbf{w} \).

1. initialize the set of weight \( \mathbf{W} = (\mathbf{w}_1, \cdots, \mathbf{w}_K) \) to zero; \( K \) number of classes.
2. repeat
3. for \( n \) in \( \{1, \cdots, N\} \) do
4. for \( j \) in \( \{1, \cdots, K\} \) do
5. Compute the \( j \)-th neuron output \( o_{nj} = \mathbf{w}_j^T \mathbf{x}_n \)
6. end for
7. Get \( q = \arg \max_j o_{nj} \)
8. Get \( k \) index of correct category of \( \mathbf{x}_n \)
9. if \( k \neq q \) then
   # misclassified data
10. \( \mathbf{w}_k \leftarrow \mathbf{w}_k + \eta \mathbf{x}_n \) # adjust right category
11. \( \mathbf{w}_q \leftarrow \mathbf{w}_q - \eta \mathbf{x}_n \) # adjust wrong category
12. end if
13. end for
14. until All training data are correctly satisfied or a specified minimum number of iterations are executed

the good weight estimate from the pocket, whenever the standard perceptron is suboptimal. The Adatron [3] proposes an efficient adaptive learning scheme and the voted-perceptron [41] embeds a margin maximization in the learning process. In fact, it has been demonstrated that the voted-perceptron can achieve similar performance as a kernel-based Support Vector Machine while being a much simpler and much easier model to train.

### 8.3.2 Adaline

The Adaptive Linear Neuron (ADALINE) was proposed by Widrow and Hoff [5] in 1960 as an adaptation of the binary threshold gate of McCulloch and Pitts [91]. Like the perceptron, the adaline is a single-layer neural network with an input layer made of multiple units, and a single output unit. And like the perceptron, the output unit is a linear threshold unit. However, while the perceptron focuses on optimizing the sign of the net value function, the adaline focuses on minimizing the square error between the net value and the target. We start by describing the original adaline network aimed at a two-class problem and then describe extensions for multi-class settings.

#### 8.3.2.1 Two-Class Adaline

For a two-class classification problem, \( C_1 \) and \( C_2 \) with label \(-1\) and \(-1\), the adaline features a single threshold linear neuron of weight \( \mathbf{w} = (w_1, \cdots, w_d) \) that received data from the input nodes and produced an output \( o \in \{-1, 1\} \) similar to the perceptron. Unlike the perceptron the adaline optimizes the cost function \( \mathcal{E}_a \), defined as the sum of local mean square errors:

\[
\mathcal{E}_a = \sum_n (t_n - v_n)^2
\]

with \( t_n \) as the desired output of sample \( \mathbf{x}_n \), and with \( t_n \in \{-1, 1\} \) and \( v_n \) as the net value of the output unit. This error is defined using the net value instead of the output value. Minimization of the adaline criterion is an adaptive (iterative) process implemented as the Widrow-Hoff learning rule, also called the delta rule:

\[
\mathbf{w} \leftarrow \mathbf{w} + \eta(t_n - v_n)\mathbf{x}_n
\]
Algorithm 8.3 Single-layer adaline

**Input:** Training data \( X = \{x_1, \cdots, x_N\} \) and associated labels \( \{t_1, \cdots, t_N\} \); \( (x_n \in \mathbb{R}^d, \ t_n \in \{-1, 1\}) \); learning rate \( \eta > 0 \).

**Output:** A trained adaline with optimal set of weights \( w \).

1. Randomly initialize the set of weights \( w = (w_1, \cdots, w_d) \) to zero
2. repeat
3. for \( n \) in \( \{1, \cdots, N\} \) do
4. Compute the output unit net value \( \nu_n = w^T x_n \)
5. Compute the output \( o_n = \text{sign}(\nu_n) \)
6. if \( o_n \neq t_n \) then # misclassified data
7. \( w \leftarrow w + \eta (t_n - \nu_n)x_n \)
8. end if
9. end for
10. until All training data are correctly satisfied or a specified minimum number of iterations are executed

for incoming data \( x_n \) and with a learning rate \( \eta > 0 \) as shown in Algorithm 8.3.

The learning update in Equation 8.29 converges in the L2-norm sense to the plane that separates the data (for linearly separable data). Widrow-Hoff also proposed an alternative to Equation 8.29 to make the update insensitive to the size of the input data:

\[
\|w\|_2 = \sqrt{w^T w}
\]

where \( \|\| \) refers to the Euclidean norm. The Widrow-Hoff learning method has the following characteristics. The direction of the weight update \( (t_n - \nu_n)x_n \) has same effect as performing a gradient descent on \( E_a \). The adaline error is defined at the net value level and not at the output level, which means that the Widrow-Hoff rule behaves like a linear regression estimation [19, 35]. If the unit is non-linear, the output value of the unit is not used during training, yielding a clear discrepancy between the optimization done during training and the system used for classification.

### 8.3.2.2 Multi-Class Adaline

The adaline network for \( K > 2 \)-class classification, \( C_1, \cdots, C_K \), uses \( K \) output units, with one output unit per class in a manner similar to that of the multi-class perceptron. All output units get the same input data and each output unit \( j \) is a linear unit with weight \( w_j \). The error is defined as the mean squared error between a vector of net values and a vector of target values:

\[
E_a = \sum_n \sum_{k=1}^{K} (t_{nk} - \nu_{nk})^2.
\]  

The predicted class corresponds to the output unit with the highest output function:

\[
x \in C_j \quad \text{if} \quad j = \arg \max_{k=1}^{K} o_k
\]

where \( o_k = v_k \) for all \( k \), given a sequence of training data \( \{x_1, \cdots, x_N\} \) and corresponding target vector \( t_n = (t_{n1}, \cdots, t_{nk}) \) with \( t_{nj} \) encoded using the principle of 1-of-K in the set \( \{-1, 1\} \).

Multi-class learning applies the adaline learning for each weight \( w_j \):

\[
w_j \leftarrow w_j + \eta (t_{nj} - \nu_{nj})x_n.
\]

Again, this is equivalent to a stochastic gradient descent on the objection function.
8.3.3 Learning Vector Quantization (LVQ)

The LVQ [75] is a single-layer neural network in which the output layer is made of distance units, referred to as prototypes or references [93]. LVQ’s attractiveness is derived from its simple yet powerful classification capabilities. Its architecture provides a natural fit to multi-class problems, and unlike alternative classification schemes such as support vector machines or multi-layer perceptrons, the optimized system is not a black box and is easy to interpret.

For a $K$-class problem, each $C_j$ has a dedicated set of $Q$ output units with parameters $w_{jq}$ ($q \in \{1, \ldots, Q\}$), of the same dimension as the input data, producing the output

$$o_{jq} = ||x - w_{jq}||$$

where the distance is typically the Euclidean distance. The output layer is made of $K \times Q$ output units. The classification decision selects the class label of the closest prototype:

$$x \in C_k \text{ if } k = \arg \min_j \{ \arg \min_q o_{jq} \}.$$  

The classification decision is the class label of the prototype that yields the smallest output, or equivalently, is the closest prototype to input data.

LVQ learning attempts to find the best prototypes that compress the data while achieving the best classification performance. Training falls in the family of discriminative training since prototypes in the output layer are selectively updated based on the class label of the input data. Prototypes of the same class as the input data are moved closer to the data point and prototype of competing classes are moved further. This is done selectively and iteratively. Three training algorithms are available: LVQ1, LVQ2, and LVQ3 [74]. We review LVQ1 and LVQ2 as the most widely used training schemes for LVQ. LVQ3 being very similar to LVQ2.

8.3.3.1 LVQ1 Training

LVQ1 selectively pulls or pushes the output unit’s parameters depending on the label of the incoming data. The process is as follows. For an input data at training time $t$, first select the “winner” prototype, which is the output unit of parameters $w_{jq}$ that is the closest to the input. Then, update the weight of that prototype as

$$w_{jq}(t) = \begin{cases} 
  w_{jq}(t-1) + \eta(t)(x - w_{jq}) & \text{if } x \text{ belongs to } C_j \\
  w_{jq}(t-1) - \eta(t)(x - w_{jq}) & \text{otherwise}
\end{cases}$$

where $\eta(t) > 0$ is a monotonically decreasing learning rate as a function of $t$ [92].

At each training iteration, LVQ1 only updates the winning prototype, moving it closer or further from the input data depending on the input data being correctly classified or not. For a correct classification, the winning prototype is moved closer to the input data. For a misclassified sample, the winning prototype is moved farther from the data. Intuitively, LVQ1 re-arranges the prototypes to generate cluster of data that matches the categories of data.

8.3.3.2 LVQ2 Training

LVQ1 training only adjusts the winning prototype, which may not be the optimal process in terms of margin maximization and better generalization. In contrast, LVQ2 focuses on discriminat- ing data at the class boundaries, by jointly updating the closest two winning prototypes of different categories. For an incoming data of class $C_k$, training only occurs when the following conditions are met: 1) the winning prototype, $w_{jq}$, has an incorrect label $C_j$; 2) the second winner, $w_{kp}$, in the remaining classes has the correct label; 3) the input data is inside a sphere centred in the middle
of the two selected winning prototypes $w_{jq}$ and $w_{kp}$, ensuring that the two winning prototypes are close to the boundary between the two competing categories. The LVQ update is as follows:

$$w_{jq}(t) = w_{jq}(t-1) - \eta(t)(x - w_{jq})$$  \hspace{1cm} \text{for the first winner but incorrect category} \hspace{1cm} (8.37)$$

$$w_{kp}(t) = w_{kp}(t-1) + \eta(t)(x - w_{kp})$$  \hspace{1cm} \text{for the second winner and correct category} \hspace{1cm} (8.38)$$

LVQ2 training selects and updates the two winning prototypes, whenever misclassification occurs and when these prototypes are directly competing. This is slightly similar to the multi-class perceptron model except that the goal of the LVQ2 is to minimize the distance to the correct prototype while the perceptron minimizes the dot product between the input and the weights.

LVQ can be seen as a supervised extension of vector quantization (VQ), Self-Organization Map (SOM) [76], or k-means clustering. Those algorithms compress data into a set of representative prototypes and generate clusters of data centered at prototypes. These unsupervised techniques are generally used as a starting point for LVQ training, which is then used to readjust the clusters, boundaries based on the data labels. Clustering can generate initial prototypes using the entire data set but it is more effective to perform clustering within each category, thus generating initial prototypes per category, and then use LVQ competitive training to readjust the boundaries [93].

8.3.3.3 Application and Limitations

LVQ inherits the benefits of prototype-based learning algorithms in terms of theoretically proven generalization ability for high dimensional data and are characterized by dimensionality independent large-margin generalization bounds [30]. LVQ has been successfully applied to a wide range of data classification tasks. In particular, an LVQ system was able to achieve similar performance as a more complex neural network in a speech sounds classification task [93]. However, the original LVQ formulation suffers from several drawbacks. One drawback is the lack of an objective function being optimized; LVQ training was derived intuitively and used heuristics that may lead to instability or sensitivity to learning parameters [13]. Another drawback is the use of the Euclidean distance, which limits the performance capabilities of the system.

Various generalizations of LVQ have been proposed to overcome some of these issues. The generalized LVQ (GLVQ) [119] proposes an objective function that quantifies the difference between the closest but wrong category and the second closest but correct category. Minimization, based on gradient descent techniques, is more stable than the original LVQ version. Similarly, LVQ can be seen as a particular instance of the prototype-based minimum classification error (PB-MEC) [94, 106]. PB-MEC implements an $L^p$-norm of distances to prototypes with a discriminative objective function whose optimization yields an update similar to LVQ2. Also, alternative distance measures have been used, including the Mahalanobis distance, and the use of kernels with better success [50, 121]

8.4 Kernel Neural Network

We used the term kernel-based neural network for a class of neural network that use a kernel within their architecture. The most prominent example of this type is the Radial Basis Function Network, which is the focus of this section.

8.4.1 Radial Basis Function Network

A radial basis function network (RBFN) [108] implements a two-layer architecture, featuring kernel units in the hidden layer and linear units in the output layer. Although RBFNs were derived
from function approximation and regularization theory with regression as targeted applications [98],
they have been successfully adapted to classification problems [101, 102]. Theoretically, RBFNs are
universal approximators, making them powerful neural network candidates for any data classification
task [45]. In practice, a judicious choice of the kernel should be done with an adequate training
scheme. For classification problems, a Gaussian activation is the most widely used kernel and is the
one illustrated throughout this section.

An RBF network is illustrated in Figure 8.3. Let us assume a \( K \)-class classification problem with
an RBFN of \( Q \) hidden units (called radial basis functions) and \( K \) output units. Each \( q \)-th radial basis
unit in the hidden layer produces an output \( z_q \) from the input units:

\[
\nu_q = ||x - \mu_q|| \tag{8.39}
\]

\[
z_q = \exp \left(-\frac{\nu_q^2}{2}\right) \tag{8.40}
\]

where a common choice for the norm is the quadratic function

\[
||x - \mu_q|| = (x - \mu_q)^T \Sigma_q (x - \mu_q) \tag{8.41}
\]

and where \( \Sigma_q \) is a positive definite matrix, \( \mu_q \) and \( \Sigma_q \) are the radial basis center and the width or radii
of hidden unit \( q \) for \( q \in \{1, \cdots, Q\} \). The outputs of the hidden layer are passed to the output layer,
where each \( k \)-th output unit generates

\[
o_k = w_k^T z \tag{8.42}
\]

\[
(8.43)
\]

with \( z = (1, z_1, \cdots, z_q) \) and \( w_k = (w_{ok}, w_{1k}, \cdots, w_{Qk}) \) as the set of weights characterizing the \( k \)-th output unit. An RBFN is fully determined by the set of \( \mu_q, \Sigma_q, w_{qk} \) for \( q \in \{0, 1, \cdots, Q\} \) and
\( k \in \{1, \cdots, K\} \).
Similar to the output unit in the multi-class single-layer perceptron, the output units have a set of dedicated weights and are linear units implementing a linear transform on the features generated by the hidden units. The use of a kernel in the hidden layer introduces needed non-linearity capabilities and is equivalent to a projection into a high-dimensional feature space, a feature shared by all kernel machines. Clearly, an $o_k$ is a linear combination of kernels in a manner similar to that of SVMs. A key difference with SVMs is the training scheme and the selection of kernels’ parameters.

The classification decision uses the maximum score rule, yielding:

$$x \in C_j \quad \text{if} \quad j = \arg \max_k o_k$$

for all $k = \{1, \cdots, K\}$.

### 8.4.2 RBFN Training

RBFN training minimizes the mean square error between the output vector and the target vector, presented as 1-of-K encoded vectors, typically in \{0, 1\} space. RBFN training is done in two steps. The first step determines the set of centers and radii in the hidden layer. The second step optimizes a classification criterion on the set of weights connecting the hidden layer to the output layer.

#### 8.4.2.1 Using Training Samples as Centers

Earlier formulations of RBFN training advocated the use of all training data as centers [100]; RBFNs are then viewed as a linear combination of radial basis functions centered at each sample in the data set. The Euclidean distance is used with a standard deviation $\sigma$ used as radii and shared by all hidden units. While this approach is fast as it does not require explicit training and is useful for interpolation problems, which were the earlier motivations of the RBF theory, it may not be convenient for classification problems since the size of the network increases with the size of the training data set. Furthermore, this approach is prone to overfitting, leading to poor performance in deployed settings.

#### 8.4.2.2 Random Selection of Centers

Instead of using the entire training set as centers, an alternative is to randomly select a few samples as centers. That approach is a valid alternative, provided that the training data are uniformly distributed across categories [88]. The radii $\sigma$ is estimated from the spread of the selected centers and is shared by all units. One such choice is $\sigma = \frac{d}{\sqrt{2M}}$ where $d$ is the maximum distance between centers and $M$ is the number of centers [51].

#### 8.4.2.3 Unsupervised Selection of Centers

An alternative to random selection of centers from the training data is to use clustering techniques to compress the data into a set of prototypes. The prototypes are then used as centers in the hidden layers and the radii or covariance matrices are estimated from the clusters. This also enables us to estimate a covariance matrix for each hidden unit, thus enhancing modeling capabilities. Unsupervised clustering techniques, such as k-means [21] or Self-Organizing Map (SOM) [40, 77], can be used in this approach. The clustering process can be done on the entire training set. However, a better way is to do clustering within each class [101, 102], generating class-specific centers. The width is derived with some estimate of the within-cluster variance [101] or optimized by gradient descent techniques [102].
8.4.2.4 Supervised Estimation of Centers

Supervised clustering techniques, such as LVQ, can be used to further enhance the set of initial prototypes, thus making use of class labels in the estimation of centers. The use of supervised center estimation has been proven to provide performance superior to a multilayer perceptron in some scenarios [130].

8.4.2.5 Linear Optimization of Weights

The second step in RBFN training estimates the parameter of the output units assuming that hidden units have been previously optimized in the first step. For an input data $x_n$, generating the set of hidden activations $z_n$ with target vector $t_n = (t_{n1}, \cdots, t_{nK})$ with $t_{nj}$ encoded using the principle of 1-of-K in the set $\{0, 1\}$, the goal is to solve the set of linear equations:

$$t_n = W^t z_n$$

for all $n$, where $W = (w_1, \cdots, w_K)$ is the matrix of weight (a column $k$ of $W$ is the weight-vector of $k$-th output unit). In matrix form, Equation 8.45 can be rewritten as

$$T = W^t Z$$

where $T$ and $Z$ correspond to the matrix made of target-vectors and hidden activation vectors, respectively. The general solution to this equation is given by

$$W = Z^\dagger T$$

where $Z^\dagger$ is the pseudo-inverse of $Z$ defined as $Z^\dagger = (Z^t Z)^{-1} Z$. The pseudo-inverse can be computed via linear solvers such as Cholesky decomposition, singular value decomposition, orthogonal least squares, quasi Newton techniques, or Levenberg-Marquardt [46].

8.4.2.6 Gradient Descent and Enhancements

A global training of the entire networks including centers, radii, and weights is possible using gradient descent techniques [27, 64]. The objective function is the square error $E_{rbf}$ between the outputs and target vectors:

$$E_{rbf} = \sum_{n} \sum_{k=1}^{K} (t_{nk} - o_{nk})^2$$

given a sequence of training data and corresponding target vector $t_n$. The initial set of centers and weights could be derived from one of the center estimation methods outlined earlier. Weights are usually randomly initialized to small values of zero means and unit variance.

Alternatively, the gradient descent could be performed selectively only on weights while keeping the centers and radii fixed. This has the advantage to avoid matrix inversion as required by the linear solver techniques. It was demonstrated that a wide class of RBFNs feature only a unique minima in the error surface, which leads to one single solution for most training techniques [98].

RBFs can be sensitive to noise and outliers due to the use of cluster centroids as centers. One alternative to this problem is to use a robust statistics learning scheme, as proposed by the mean and median RBF [22, 23].

8.4.3 RBF Applications

The radial basis function capabilities are derived from the use of non-linear activation in the hidden unit. In particular, the use of the kernel is equivalent to the transformation of the original input data into a higher dimensional space, where data are linearly separable. A proof of this result
is provided by the Cover theorem [51]. Some RBF variants use a sigmoid at the output layer, further
enhancing classification capabilities.

RBFNs are capable of achieving strong classification capabilities with a relatively smaller num-
ber of units. Consequently, RBFNs have been successfully applied to a variety of data classification
tasks [103] including the recognition of handwritten numerals [83], image recognition [23, 107],
and speech recognition [105, 110, 128], process faults detection [85], and various pattern recogni-
tion tasks [24, 86].

8.5 Multi-Layer Feedforward Network

In earlier sections, we introduced the perceptron and adaline as examples of single-layer feedfor-
ward neural networks. Although these architectures were pioneering utilizations of neural networks,
they had limited classification performance, partly to due to the absence of hidden layers that are
able to infuse more discriminative capabilities in the network.

The multi-layer feedforward network, also called Multi-Layer Perceptron (MLP), was proposed
as an enhancement of the perceptron model, endowed with the following characteristics:

• The use of at least one hidden layer in the network between the input layer and the output
  layer, which allows internal representation and adds more modeling capabilities.

• The use of sigmoidal units in the hidden layers and the output layer. The smoothness of the
  sigmoid enables the training of the entire network directly from the output down to the hidden
  units, which was not possible either with perceptron or the adaline.

• The availability of a learning scheme called backpropagation, which trains the entire network
  hierarchically.

These characteristics, together with a solid theoretical framework backed by concrete results, have
made the MLPs the most widely used neural network architecture for classification tasks. In terms of
foundational theory, the work by Cybenko [33], who proved that an MLP with a single hidden layer
of sigmoidal units can approximate any mapping at any desired accuracy, helped in establishing
MLPs as universal approximator, alongside the RBFNs. This result was extended by Hornik [59,60]
who showed that a neural network with a hidden layer of sigmoidal units can in fact approximate any
function and its derivatives. In theory, MLPs can then perform any classification tasks. In practice,
a sub-optimal classification performance may arise due to factors such as an inadequate training, an
insufficient number of hidden units, or a lack of a sufficient or representative number of data.

8.5.1 MLP Architecture for Classification

The architecture of an MLP enables a rich and powerful representation as illustrated in
Figure 8.4. Units are arranged in layers comprising an input layer, one or several hidden layers,
and an output layer. Layers are organized sequentially following the flow of data from the input
layer to the hidden layers, and ending at the output layer. Input data are collected and processed by
the input layer’s units, then propagated through the hidden layers’ units to the output layer. Each
unit in a layer receives data from the preceding layer’s units, and the output units provide the final
classification decision. This process is known as the forward propagation of the network. Units in
hidden layers and output layers are typically sigmoidal units. The choice of the number and type of
output units is tailored to the classification task.

We start by reviewing MLPs for binary classification problems. We then follow with a more
generic model for multi-class problems.
8.5.1.1 Two-Class Problems

For two-class problems, $C_1, C_2$, the MLP contains that one or more hidden layers and a single sigmoidal output unit which produces a single output value $o$. Assuming that the target value is 0 for class $C_1$ and 1 for class $C_2$, the classification rule is the rule:

$$x \in C_1 \text{ if } o > 0.5$$

$$x \in C_2 \text{ otherwise}$$ (8.49)

with the output $o$ in the range of $[0,1]$ (or $[-1,1]$ if the tanh function is used and therefore the decision threshold is zero). Clearly, the output unit implements a logistic regression on the space of features generated by the last hidden layer. An MLP for a two-class problem is similar to the perceptron or adaline in its use of a single output unit. However, its capabilities are greatly enhanced by the use of hidden layers.

8.5.1.2 Multi-Class Problems

For a number of classes $K > 2$, the MLP has one or more hidden layers and $K$ output units, each corresponding to a particular class. The target function is encoded with a 1-of-K encoding scheme with values in $\{0,1\}$ and the output $o_k$ is viewed as a discriminant function of the class $C_k$, enabling the classification decision as

$$x \in C_k \text{ if } k = \arg \max_j o_j$$ (8.51)

for $j \in \{1, \cdots, K\}$ with $o_k \in [0,1]$ when the sigmoid is used as activation function. The use of a 1-of-K encoding scheme for the target function is standard. The MLPs training is equivalent to
approximating a mapping \( f : \mathbb{R}^d \rightarrow \mathbb{R}^K \), where target values are the natural basis of \( \mathbb{R}^K \). It has been proven that with the use of the 1-of-K encoding scheme and an adequate error criterion, such as the mean square error or cross-entropy, an MLP output can approximate posterior probabilities [14, 111, 131]:

\[
o_k \approx P(C_k | \mathbf{x}) \quad (8.52)
\]

for all \( k \). This is, however, an asymptotic result. In practice, the sigmoidal unit’s output values do not allow for a probabilistic interpretation since they do not sum to one. For a probabilistic interpretation of the network’s outputs, a softmax transformation on the output unit’s net value or activation can be used [26]:

\[
o_k = \frac{e^{\nu_k}}{\sum_{j=1}^{K} e^{\nu_j}} \quad (8.53)
\]

where clearly \( \sum_{k=1}^{K} o_k = 1 \).

8.5.1.3 Forward Propagation

The forward propagation refers to the transfer of data from the input layer to the output layer. Let us assume that an MLP is made of \( L \) layers where indices 1, \( \cdots \), \( L-1 \) refer to set of hidden layers and the index \( L \) represents the output layer. Per convention, we will use index 0 to represent the input layer. For a \( K \)-class problem, the MLP features \( K \) output units, where each output unit produces an output \( o_k \), given an input example \( \mathbf{x} \). As illustrated in Figure 8.4 the input data is propagated from the input layer to the output layer as follows:

From input layer to hidden layer: The input layer passes the \( d \)-dimensional input example \( \mathbf{x} \) to each unit in the first hidden layer, \( \mathcal{H}_1 \), where the \( h \)-th unit computes a net value \( \nu_h^{(1)} \) and output \( z_h^{(1)} \) as:

\[
\nu_h^{(1)} = \sum_{i=0}^{d} w_{ih}^{(1)} x_i \quad (8.54)
\]

\[
z_h^{(1)} = \phi(\nu_h^{(1)}) \quad (8.55)
\]

where \( w_{ih}^{(1)} \) denotes the weights of the synapse connecting the \( i \)-th input unit to the \( h \)-th hidden unit in the first layer; we assume that \( w_{oh}^{(1)} \) refers to bias and \( x_0 = 1 \). For simplicity, we also assume that all units in the network use the same activation function \( \phi(\cdot) \).

From hidden layer to hidden layer: A unit \( h \) in the \( l \)-th hidden layer, \( \mathcal{H}_l \), gets its data from units in the previous layer, \( \mathcal{H}_{l-1} \), to produce an internal output as

\[
\nu_h^{(l)} = \sum_{h' \in \mathcal{H}_{l-1}} w_{h'h}^{(l)} z_{h'}^{(l-1)} \quad (8.56)
\]

\[
z_h^{(l)} = \phi(\nu_h^{(l)}) \quad (8.57)
\]

where \( w_{h'h}^{(l)} \) denotes the synapse weights between the \( h' \)-th hidden unit in the layer \( \mathcal{H}_{l-1} \) and the \( h \)-th hidden unit in the layer \( \mathcal{H}_l; l \in \{2, \cdots, L-1\} \).

From hidden layer to output layer: Finally, a \( k \)-th output unit produces a network’s response:

\[
\nu_k^{(L)} = \sum_{h \in \mathcal{H}_{L-1}} w_{hk}^{(L)} z_h^{(L-1)} \quad (8.58)
\]

\[
o_k = \phi(\nu_k^{(L)}) \quad (8.59)
\]
for all \( k \in \{1, \cdots, K\} \). The forward pass propagates the activations \( z_k^{(l)} \) from the first hidden layer to the outputs. Each hidden layer operates a transformation of the data, creating internal representations. Thus, the set of \( z_k^{(l)} \) can be seen as a hierarchical sequence of non-linear representations of the input data \( x \) generated by the MLPs. The output acts as a classification machine on the feature set, \( z_k^{(L-1)} \), generated by the last hidden layer. By performing both feature extraction and classification in a single architecture, the MLPs can automatically generate representation that best suits the classification task data [69].

8.5.2 Error Metrics

Training an MLP consists of minimizing an objective function \( E(w) \) as a function of the network parameter set \( w \) in order to minimize the probability of error. The objective function is the expectation of an error metric \( E(x; w) \) that measures the discrepancy of the network output \( o = (o_1, \cdots, o_K) \) and desired response \( t = (t_1, \cdots, t_K) \) for a given input data \( x \):

\[
E(w) = \int_x E(x; w)p(x)dx. \quad (8.60)
\]

In practice, training uses an empirical approximation of the objective function defined on a training set \( X \):

\[
E(w) = \frac{1}{N} \sum_{x \in X} E(x; w) \quad (8.61)
\]

and the minimization process is monitored on the values of that empirical approximation.

Various error metrics are available for supervised training of the MLP and are defined using the target output function that describes the desirable output vector for a given input data example. A 1-of-K encoding scheme for the target output vector is the norm. We will review a few widely used error metrics used to train MLPs.

8.5.2.1 Mean Square Error (MSE)

The MSE is Euclidean distance between the MLP’s output and the target output:

\[
E_{mse}(x; w) = \sum_{k=0}^{K} (o_k - t_k)^2 \quad (8.62)
\]

MSE is a widely used metric, thanks to its quadratic properties. Variants can include more general \( L_p \) norms.

8.5.2.2 Cross-Entropy (CE)

The cross entropy between the target and MLP output is derived using information-theoretic principles [8, 53, 67]. The CE criterion is defined as

\[
E_{ent}(x; w) = - \sum_{k=1}^{K} t_k \log o_k. \quad (8.63)
\]

Training a network to minimize the CE objective function can be interpreted as minimizing the Kullback-Liebler information distance [131] or maximizing the mutual information. Faster learning has frequently been reported for information theoretic error metrics compared to the quadratic error. Learning with logarithmic error metrics has also been shown to be less prone to local minima convergence.
8.5.2.3 Minimum Classification Error (MCE)

The MCE criterion is a smoothed approximation of the 0-1 error count \[68, 70\] that has been used for neural network optimization \[69\]. The MCE criterion is defined for \( x \) belonging to \( C_k \)

\[
E_{mce}(x; w) = \text{sigmoid}(d_k(x; w)) \tag{8.64}
\]

\[
d_k(x; w) = -o_k + \left[ \frac{1}{K} \sum_{j, j \neq k} o_j^y \right]^{1/0} \tag{8.65}
\]

with \( \nu > 0 \). The term \( d_k \) is called the misclassification measure. A negative value indicates a correct classification decision \( (E_{mce}(x; w) \approx 0) \) and a positive value indicates an incorrect classification decision \( (E_{mce}(x; w) \approx 1) \).

The MCE objection function

\[
E_{mce}(w) = \frac{1}{N} \sum_{x \in X} E_{mce}(x; w) \tag{8.66}
\]

is a smoothed approximation of the error rate on the training set, and therefore minimizes misclassification errors in a more direct manner than MSE and CE \[16\].

8.5.3 Learning by Backpropagation

The backpropagation training algorithm is an iterative gradient descent algorithm designed to minimize an error criterion of a feed-forward network. The term backpropagation comes from the propagation of error derivatives from output units, down to hidden units. At its core, the error backpropagation performs the following update

\[
w \leftarrow w + \nabla w \tag{8.67}
\]

with

\[
\nabla w = -\eta \frac{\partial E}{\partial w} \tag{8.68}
\]

for any given weight \( w \) in the network where \( E \) is one of the error metrics previously defined. Here, we are considering the stochastic gradient descent that uses the local error, \( E \), in lieu of the empirical objective function.

Due to the interdependence between units in the network, the computation of Equation 8.68 is performed hierarchically in the network, starting from the output units, down to the hidden units and ending at the input units. To illustrate, let \( w_{jk} \) be the weight connecting the \( j \)-th unit in the last hidden layer and the \( k \)-th output unit with net value \( \nu_k \) and output \( o_k = \phi(\nu_k^{(L)}) \):

\[
\frac{\partial E}{\partial w_{jk}} = \frac{\partial E}{\partial \nu_k^{(L)}} \frac{\partial \nu_k^{(L)}}{\partial w_{jk}} \tag{8.69}
\]

\[
= \delta_k^{(L-1)} z_j^{(L-1)} \tag{8.70}
\]

where \( z_j^{(L-1)} \) is the output of the \( j \)-th unit in the last hidden layer \( \mathcal{H}_{L-1} \) and where we define the \( \delta_k = \frac{\partial E}{\partial \nu_k^{(L)}} \). Similarly, the error gradient relative to weight \( w_{hj}^{(l)} \) between the \( h \)-th unit in hidden layer \( \mathcal{H}_{l-1} \) and the \( j \)-th unit in hidden layer \( \mathcal{H}_l \) is computed as:

\[
\frac{\partial E}{\partial w_{hj}^{(l)}} = \frac{E}{\partial \nu_j^{(l)}} \frac{\partial \nu_j^{(l)}}{\partial w_{hj}^{(l)}} \tag{8.71}
\]

\[
= \delta_j^{(l)} z_h \tag{8.72}
\]
By referencing the output layer as $H_L$ and input later as $H_0$, the weight update is simply

$$\nabla_{w_{ij}} = -\eta \delta_j z_{i}^{(l-1)}$$

(8.73)

for any given weight $w_{ij}$ and $l \in \{1, \cdots, L\}$, where $\delta_j^{(l)}$ is typically called the “credit” of unit $j$ in layer $H_l$. We remark that the MLP’s weight update in Equation 8.73 implements the Hebbian learning rule.

To update a unit’s weight requires the computation of the unit’s credit. Computing the credit of each unit depends on its position within the network. The credit $\delta_k$ that corresponds to the $k$-th output unit (without a softmap transformation, for simplicity) is

$$\delta_k = \frac{\partial E}{\partial o_k} \frac{o_k}{\partial z_k^{(L)}} \frac{\partial E}{\partial o_k}$$

(8.74)

$$\delta_k = \phi'(v_k^{(L)}) \frac{\partial E}{\partial o_k}$$

(8.75)

where $\phi'()$ is the derivative of the activation function. When using the sigmoid function with the MSE criterion, the credit of an output unit is

$$\delta_k = \phi(v_k)(1-\phi(v_k))(o_k-t_k)$$

(8.76)

$$o_k(1-o_k)(o_k-t_k).$$

(8.77)

For a hidden unit in layer $H_l$, the credit $\delta_h^{(l)}$ depends on its recipient units in layer $H_{l+1}$:

$$\delta_h^{(l)} = \frac{\partial E}{\partial z_h^{(l)}} \frac{\partial z_h^{(l)}}{\partial v_h^{(l)}}$$

(8.78)

$$\delta_h^{(l)} = \phi'(v_h^{(l)}) \sum_{h' \in H_{l+1}} \frac{\partial E}{\partial v_h^{(l+1)}} \frac{\partial v_h^{(l+1)}}{\partial z_h^{(l)}}$$

(8.79)

$$\delta_h^{(l)} = z_h^{(l)}(1-z_h^{(l)}) \sum_{h' \in H_{l+1}} \delta_h^{(l+1)} w_{hh'}$$

(8.80)

where we assumed the use of the sigmoid function in deriving Equation 8.80.

The credit is computed from the output unit using Equation 8.77 and then propagated to the hidden layer using Equation 8.80. These two equations are the foundation of the backpropagation algorithm enabling the computation of the gradient descent for each weight by propagating the credit from the output layer to hidden layers. The backpropagation algorithm is illustrated in Algorithm 8.4.

### 8.5.4 Enhancing Backpropagation

The standard backpropagation algorithm is a first-order optimization. Its convergence is highly sensitive to the size of the network, the noise level in the data, and the choice of the learning rate: convergence can be slow and may lead to a bad local minima of the error surface [7] . Enhancing the performance of backpropagation algorithms can be done by data normalization and the use of enhanced alternatives to the standard gradient descent approach. Consequently, data are typically normalized to lie between [-1, 1], prior to being presented to the MLP. Similarly, the network weights are typically initialized with zero means and variance of 1, prior to backpropagation.
Algorithm 8.4 Backpropagation algorithm

**Input:** Training data \( X = \{ x_1, \cdots, x_N \} \) and associated target \( \{ t_1, \cdots, t_K \} \); \( x_n \in \mathbb{R}^d \), \( t_n = (t_{n1}, t_{n2}, \cdots, t_{nK}) \) with \( t_{nj} = \delta_{jk} \) the Kronecker notation for \( x_n \in C_j \), learning rate \( \eta > 0 \),

**Output:** A trained multi-layer perceptron with optimal set of weights \( w \).

1: Randomly initialize the set of weights \( w = \{ w_{ij} \} \) with zero means and unit variance, preferably
2: for \( t \) in \( \{1, \cdots, T\} \) do  # for each epoch up to \( T \)
3:     for \( n \) in \( \{1, \cdots, N\} \) do  # for each sample
4:         Forward propagation to get output \( o = (o_1, \cdots, o_K) \) and activations \( \{z_j^{(l)}\} \)
5:         for \( l \) in \( \{L, L-1, \cdots, 1\} \) do
6:             for \( j \) in \( \mathcal{H}_l \) do  # for all units in layer \( \mathcal{H}_l \)
7:                 if unit \( j \) is an output unit then
8:                     \( \delta_j = \delta_j^{(L)} = o_j(1-o_j)(o_j-t_j) \)
9:                 end if
10:                if unit \( j \) is an internal hidden unit in layer \( \mathcal{H}_l \) then
11:                    \( \delta_j^{(l)} = z_j^{(l)}(1-z_j^{(l)}) \sum_{h \in \mathcal{H}_{l+1}} \delta_h^{(l+1)} w_{jh} \)
12:                end if
13:         end for
14:     end for
15: end for
16: \( w_{ij}^{(l)} \) : weight from unit \( i \) to unit \( j \) in layer \( \mathcal{H}_l \)
17: \( z_i^{(l)} \) : output of unit \( i \) in layer \( \mathcal{H}_l \)
18: \( \eta(t) \) : learning at iteration \( t \)
19: \( \delta_j^{(l)} \) : error term (credit) of unit \( j \) in layer \( \mathcal{H}_l \)

Enhancements to the gradient descent include, among other techniques, the use of a momentum smoother [116], the use of a dynamic learning rate [7,129], the resilient backpropagation algorithm, and the Quickprop algorithm.

### 8.5.4.1 Backpropagation with Momentum

The use of a momentum factor \( \alpha > 0 \) as

\[
\Delta w = -\eta \frac{\partial E}{\partial w}(t) + \alpha \Delta w(t-1)
\]  (8.81)

helps alleviate the noisy oscillations during gradient descent. This assumes that gradient descent is done in batch fashion on the objective function \( \mathcal{E} \).
8.5.4.2 Delta-Bar-Delta

The optimal choice of the learning rate depends on the complexity of the error surface, and the network architecture. To circumvent this problem, the delta-bar-delta algorithm [66] assigns an individual learning rate $\eta_w$ for each weight $w$ in the network. This weight is updated during learning, depending on the direction of the gradient. The delta-bar-delta algorithm operates on the objective function $E$ as follows.

First, it estimates a moving average of the error derivative $\hat{\frac{\partial E}{\partial w}}(t)$, at each iteration $t$ to reduce gradient fluctuation as

$$\frac{\partial E}{\partial w}(t) = \beta \frac{\partial E}{\partial w}(t) + (1 - \beta) \frac{\partial E}{\partial w}(t - 1)$$

(8.82)

with $0 < \beta < 1$. Then, the individual learning rate is updated as follows:

$$\eta_w(t + 1) = \begin{cases} 
\eta_w(t) + \kappa & \text{if } \frac{\partial E}{\partial w}(t) \frac{\partial E}{\partial w}(t - 1) > 0 \\
(1 - \rho)\eta_w(t) & \text{if } \frac{\partial E}{\partial w}(t) \frac{\partial E}{\partial w}(t - 1) < 0 \\
\eta_w(t) & \text{otherwise}
\end{cases}$$

(8.83)

The learning rate increases when consecutive gradients point in the same direction, and decreases otherwise. The choice of meta-learning parameters $\kappa, \rho, \beta$ is driven by various considerations, in particular the type of data. The use of a momentum has been suggested to reduce gradient oscillations [95]. The update is in batch mode. An incremental version of the delta-bar-delta algorithm that can be used in online settings is available [125].

8.5.4.3 Rprop Algorithm

The search for a noise-resilient backpropagation algorithm has been the subject of various investigations [63]. The resilient backpropagation (Rprop) algorithm [112] is one solution to this problem as it aims at eliminating the influence of the norm of the error derivatives in the update step, and instead, focuses on the direction of the gradient by monitoring its sign. Rprop operates on the objective function $E$ and updates each weight at time $t$ as

$$\Delta w(t) = -\gamma_w(t) \text{sign} \left( \frac{\partial E}{\partial w}(t) \right)$$

(8.84)

where $\gamma_w$ is the update step that is tracked at each training iteration $t$ and updated as

$$\gamma_w(t + 1) = \begin{cases} 
\min \{ \eta_+, \gamma_w(t), \gamma_{\max} \} & \text{if } \frac{\partial E}{\partial w}(t) \frac{\partial E}{\partial w}(t - 1) > 0 \\
\max \{ \eta_-, \gamma_w(t), \gamma_{\min} \} & \text{if } \frac{\partial E}{\partial w}(t) \frac{\partial E}{\partial w}(t - 1) < 0 \\
\gamma_w(t) & \text{otherwise}
\end{cases}$$

(8.85)

where $0 < \eta_- < 1 < \eta_+$ with typical values 0.5 and 1.2 respectively, with the initial update-value set to $\delta_w = 0.1$.

The effect of Rprop is to speed up learning in flat regions of the error surface, and in areas that are close to a local minimum. The size of the update is bounded by the use of the $\gamma_{\min}$ and $\gamma_{\max}$, to moderate the speed-up.

8.5.4.4 Quick-Prop

Second-order algorithms consider more information about the shape of the error surface than the mere value of its gradient. A more efficient optimization can be done if the curvature of the error surface is considered at each step. However, those methods require the estimation of the Hessian matrix, which is computationally expensive for a feedforward network [7]. Pseudo-Newton methods
can be used to simplify the form of the Hessian matrix \([10]\) where only the diagonal components are computed, yielding,
\[
\Delta w(t) = \frac{\partial E}{\partial w}(t) \cdot \frac{\partial E}{\partial w}(t).
\] (8.86)

The Quick prop algorithm further approximates the second derivative \(\frac{\partial^2 E}{\partial w^2}\) as the difference between consecutive values of the first derivative, producing
\[
\Delta w(t) = \Delta w(t-1) \cdot \frac{\partial E}{\partial w}(t) - \frac{\partial E}{\partial w}(t-1).\] (8.87)

No matrix inversion is necessary and the computational effort involved in finding the required second partial derivatives is limited. Quick-prop relies on numerous assumptions on the error surface, including a quadratic form and a non-multivariate nature of the Hessian matrix. Various heuristics are therefore necessary to make it work in practice. This includes limiting the update \(\Delta w(t)\) to some maximum value and switching to a simple gradient update whenever the sign of the approximated Hessian does not change for multiple consecutive iterations \([36, 37]\).

8.5.5 Generalization Issues

The issue of generalization is well known in machine learning and in particular neural networks. Given a training set, the network may achieve a good classification performance on the training that does not translate well to the testing environment. This may be due to multiple factors. One factor is over-training, in which the network learns a data set perfectly instead of learning the underlying mapping. Another factor is the unbalance ratio between the training size and the number of parameters, in which the numbers of weights is too large with respect to the number of data.

Early stopping is a method widely used to prevent overfitting. The idea is to periodically estimate the error using a separate validation set, and then stop training when the error in the validation set starts to increase. Cross validation is as an alternative method, but requires training multiple networks, which could be time-consuming. Another useful method to improve generalization is training with noise \([2, 20]\). Adding small-variance white noise to the training set has the same effect as adding more training data, which may prevent the network from overfitting a particular data set.

8.5.6 Model Selection

Model selection, that is, the appropriate choice of the number of units, is a difficult problem. There are several model selection criteria available for MLPs. In addition to standard model selection criteria such as AIC, BIC, and MDL, criteria-specific to neural networks include the generalized final prediction error (GPE) \([99]\) and the Vapnik and Chervonenkis (VC) dimension \([127]\), which expresses the capacity of the network to achieve optimal classification tasks and provide bounds on the number of training sets required to achieve a targeted probability of error. However, estimating the VC bound, given a network, is a challenging endeavor that leads, at times, to unreasonably large networks. Instead, recent advances use the concept of deep learning to selectively train a large network for accurate performance, as we shall see in the next section.

8.6 Deep Neural Networks

Deep learning methods aim at learning and exploiting the abilities of neural networks to generate internal feature representations of the data within their hidden layers. As was previously said, for a multi-layer architecture, the output of each hidden layer is a set of features to be processed by the
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next layer, meaning that the network generates composed and unseen internal representations of the data. The output layer can be viewed as a classification machine on the space spanned by the last hidden layer’s outputs. More hidden layers and more units in those layers generate a more powerful network with the ability to generate more meaningful internal representations of the data.

However, training large and deep neural networks (DNN) with a large number of hidden layers and units is a difficult enterprise. With a number of parameters in the order of millions, the error surface is rather complex and has numerous local minima with many of them leading to poor performance [4, 42]. Also, during backpropagation, there is the issue of the vanishing gradient, where the norm of the gradient gets smaller as the chain rule of the gradient computation gets expanded across many layers [12, 57]. Lastly, a neural network with a large number of weights requires tremendous computational power. Deep learning techniques come with various strategies and heuristics to overcome these problems. Those strategies include the use of prior knowledge on the domain of application, the application of a layer-wise selective training technique, and the use of a high-performance computing system.

8.6.1 Use of Prior Knowledge

One way to successfully implement and train a deep layer architecture is to exploit prior knowledge about the domain of application that can guide the selection of the architecture, the encoding scheme, and the optimization techniques. Prior knowledge may help define not only the numbers of needed layers and their functions, but also provide information that enables weight-sharing, where units can share weights in the network if they do have similar functionality in the network or are operating on similar types of data. This balancing act between having numerous units but having a fewer number of parameters due to weight-sharing enabled successful training of earlier deep neural network architectures in the 1980s and the mid-1990s with application to speech and handwriting recognition. Prototyping examples include the large-phonetic time delay network (TDNN-LR) [120] and the convolution neural networks [80].

The original time-delay neural network (TDNN) was proposed in the 1980s with a focus on designing a neural network architecture that is time-invariant on the speech signal. The basic TDNN unit features a sigmoidal neuron with delay weights for current and past stimuli that are aggregated together to produce the final output. Weights-sharing is done to ensure that same time-events occurring over time use the same weights. While the original TDNN only used one hidden layer on a small classification task, more complex and layered versions were proposed, using the tied-connection and shift-invariant principles. This includes the TDNN-LR, a modular TDNN designed for the recognition of the entire Japanese phonemic set [97, 120] and the MS-TDNN, targeted at word recognition and embedding a time-alignment component in its optimization criterion [48, 49].

While the TDNN provides a good example of the influence of prior knowledge in the design of an architecture, the first successful implementation of a deep architecture that exploits prior knowledge is the convolutional neural network (CNN) [31, 80]. A CNN and its variants can exhibit more than four or five hidden layers and has achieved impressive results on the NIST handwritten digit recognition task. Its design mimics the human visual cortex. In the visual cortex, system information is processed locally through contiguous receptive fields and then aggregated into higher concepts [62]. This principle has inspired a few neural networks in the past, in particular the neocognitron architecture of Fukushima [43, 71].

The CNN is a multi-layer perceptron made of numerous layers where each layer is a non-linear feature detector performing local processing of contiguous features within each layer, leading to higher conceptual representation as information moves up to the output layer. The CNN’s weight space is sparse as each unit in a layer only selectively takes input from a subset of contiguous neurons in the lower layers; this is the local connectivity that mimics the visual cortex. In addition, each layer is made of replicated neurons taking similar types of input from the lower layer and then generating “feature maps” of units with the similar receiving fields. Neurons within a map share the
same weights enabling spatial-translation invariance capabilities. Lastly, some layers are designed to perform maxPooling [80] by selecting the maximum value of non-overlapping regions generated by lower layers. The end result is a powerful system that generates patterns in a hierarchical manner similar to that of the visual cortex. Weight-sharing constraints and local connectivity yield a sparse weight set that significantly reduces the degrees of freedom in the system and enables relatively faster training with increased chances of generalization [79].

The CNN has been applied very successfully to numerous classification tasks including handwritten character recognition [32, 118] and face recognition [39, 79].

8.6.2 Layer-Wise Greedy Training

In the absence of prior knowledge, selective or greedy training of layers has been suggested as a way to train deep networks in a generic manner with the goal of overcoming the vanishing gradient issue and helping to avoid attraction to low-performing local minima of the error surface. An earlier suggestion to implement this process was to individually train each neuron or each layer using a supervised training scheme based on the network’s classification performance [38, 84]. While this approach can efficiently train large networks, it suffers from the over-fitting problem. Cross-validation or regularization can be used to mitigate that problem but are time-consuming approaches for very large networks.

The deep learning methodology proposes a two-step approach as a solution to this problem. The first step is an unsupervised learning scheme that trains each hidden layer individually, starting from the first hidden layer and up to the last hidden layer. The training problem is broken down into easier steps with fewer parameters to train. The use of unsupervised learning provides a form of regularization to prevent over-fitting but is also a powerful mechanism to let the network learn the inherent characteristics of the data without using class labels. This step is merely for weight initialization in preparation for the next step.

The second step trains the entire network using backpropagation. This step refines and readjusts the network for the targeted classification problem. Since the weights have previously been optimized to better represent unseen characteristics of the data, they provide a good starting point for backpropagation.

The deep learning methodology combines unsupervised learning of initial weights aimed at feature representation and supervised training of the entire network with a focus on classification performance [56]. It is a design mechanism that uses two different learning criteria. This contrasts with earlier proposals that emphasized the dual learning of features and classification using a unique criterion [16, 69]. The use of the restricted Boltzmann machine (RBM) or stacked auto-encoder are the techniques widely used to perform unsupervised layer-wise network initialization [56].

8.6.2.1 Deep Belief Networks (DBNs)

The Restricted Boltzmann Machine [122] is a single-layer network where the output layer is made of binary latent variables encoding the data. It consists of a single visible layer and single hidden layer, where connections are formed between the layers. Given an input data, the RBM uses a latent representation to generate a probability distribution of the data; it is a generative model. It has been argued and shown that RBMs can successfully be used to learn the internal weights of a deep neural network architecture [56].

A deep belief network (DBN) is a neural network whose hidden layers are Restricted Boltzmann Machines (RBMs) and the output layer is an associative network. The hidden layers are trained in a layer-wise greedy fashion, one layer at a time, to provide an internal encoding of the data. Each RBM layer is trained to generate the data in its visible layer, forcing the hidden layer to encode that information. Once an RBM is trained, its output is used as input to the next layer and the process repeated [56]. The overall process starts by training the first RBM, then training another RBM using...
the first RBM’s hidden layer outputs as the second RBM’s visible layer, and then continuing up to the last hidden layer.

8.6.2.2 Stack Auto-Encoder

Stacked auto-encoders are MLPs with an architecture designed to regenerate input data [11, 55]. The MLP is trained to reproduce an estimate \( \hat{x} = (\hat{x}_1, \cdots, \hat{x}_d) \) of the input \( x = (x_1, \cdots, x_d) \), thus forcing the MLP to encode an internal representation of \( x \) in the hidden units. It generally features a single or two hidden layers that are responsible for creating a hidden representation of the data. The network tries to minimize the mean square error \( E \) between input and output as

\[
E(\hat{x}, x) = \sum_{i=1}^{d} (x_i - \hat{x}_i)^2
\]

and by doing so, the MLP encodes an internal presentation in the hidden layers that can be used to regenerate the data in the output layer. Auto-encoding can be likened to a non-linear principal component estimation. When used within a deep-learning system, each hidden layer of the DNN is used as a hidden layer in an encoder and trained accordingly. After training is done, the weights are fixed and used to generate data for the next layer, which is also trained within an auto-encoder using the outputs of the previously trained layer. The process is repeated up to the last hidden layer. A deep CNN (DCNN) design was proposed based on those principles and achieved an improved performance compared to the original CNN version [81, 109]; it was a good showcase of the dual-use of domain knowledge in the design of the CNN architecture and layer-wise training for network optimization.

8.6.3 Limits and Applications

Deep learning is a powerful methodology well-suited to training deep and large networks. However, it does require the availability of powerful computing capabilities, which justifies the use of special accelerator hardware such as GPU in training deep neural networks.

Successful applications of deep networks have already been presented on a large variety of data. We have pointed out the impressive results obtained by the CNN and the DCNN in image recognition [31, 81, 109], speech detection recognition [123], and sound classification [82]. Deep learning has had an important impact on speech recognition where it has helped achieve better performance than state-of-the-art systems. For speech recognition, it is used as a probability estimator within a hidden Markov model architecture, which demonstrates an example of a hybrid system-based deep learning technique [54, 72].

8.7 Summary

We have seen in this chapter that neural networks are powerful universal mappers for data classification endowed with certain properties such as non-linearity, the capacity to represent information in a hierarchical fashion, and the use of parallelism in performing the classification tasks. The resurging interest of neural networks coincides with the availability of high-performance computing to perform computationally demanding tasks. The emergence of training methodologies to exploit these computing resources and the concrete results achieved in selected classification tasks make neural networks an attractive choice for classification problems. The choice of a particular network is still linked to the task to be accomplished. Prior knowledge is an important element to consider.
and the emerging dual use of unsupervised layer-wise training and supervised training has been proven robust to provide good initialization of the weights and avoid local minima.
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9.1 Introduction

Advances in hardware technology have led to the increasing popularity of data streams [1]. Many simple operations of everyday life, such as using a credit card or the phone, often lead to automated creation of data. Since these operations often scale over large numbers of participants, they lead to massive data streams. Similarly, telecommunications and social networks often contain large amounts of network or text data streams. The problem of learning from such data streams presents unprecedented challenges, especially in resource-constrained scenarios.

An important problem in the streaming scenario is that of data classification. In this problem, the data instances are associated with labels, and it is desirable to determine the labels on the test instances. Typically, it is assumed that both the training data and the test data may arrive in the form of a stream. In the most general case, the two types of instances are mixed with one another. Since the test instances are classified independently of one another, it is usually not difficult to perform the real-time classification of the test stream. The problems arise because of the fact that the training
model is always based on the aggregate properties of multiple records. These aggregate properties may change over time. This phenomenon is referred to as concept drift. All streaming models need to account for concept drift in the model construction process. Therefore, the construction of a training model in a streaming and evolving scenarios can often be very challenging.

Aside from the issue of concept drift, many other issues arise in data stream classification, which are specific to the problem at hand. These issues are dependent on the nature of the application in which streaming classification is used. A single approach may not work well in all scenarios. This diversity in problem scenarios is discussed below:

- The classification may need to be performed in a resource-adaptive way. In particular, the stream needs to be classified on demand, since it may not be possible to control the rate at which test instances arrive.
- In many scenarios, some of the classes may be rare, and may arrive only occasionally in the data stream. In such cases, the classification of the stream becomes extremely challenging because of the fact that it is often more important to detect the rare class rather than the normal class. This is typical of cost sensitive scenarios. Furthermore, in some cases, previously unseen classes may be mixed with classes for which training data is available.
- Streaming classifiers can be designed to provide either incremental or decremental learning. In incremental learning, only the impact of incoming data points is accounted for. In decremental sampling, a sliding window model is used, and expiring items at the other end of the window are accounted for, the model update process. Not all classes of models can be used effectively for decremental learning, though incremental learning is usually much easier to address.
- In the context of discrete (categorical) attributes, the massive domain case is particularly important. In these cases, the attributes are drawn on massive domain of categorical values. For example, if the IP-address is an attribute, then the number of possible values may be in the millions. Therefore, it often becomes difficult to store the relevant summary information for classification purposes.
- Many other data domains such as text [6] and graphs [9] have been studied in the context of classification. Such scenarios may require dedicated techniques, because of the difference in the underlying data format.
- In many cases, the entire stream may not be available at a single processor or location. In such cases, distributed mining of data streams becomes extremely important.

Clearly, different scenarios and data domains present different challenges for the stream classification process. This chapter will discuss the different types of stream classification algorithms that are commonly used in the literature. We will also study different data-centric scenarios, corresponding to different domains or levels of difficulty.

This chapter is organized as follows. The next section presents a number of general algorithms for classification of quantitative data. This includes methods such as decision trees, nearest neighbor classifiers, and ensemble methods. Most of these algorithms have been developed for quantitative data, but can easily be extended to the categorical scenario. Section 9.3 discusses the problem of rare class classification in data streams. In Section 9.4, we will study the problem of massive domain stream classification. Different data domains such as text and graphs are studied in Section 9.5. Section 9.6 contains the conclusions and summary.
9.2 Generic Stream Classification Algorithms

In this section, a variety of generic stream classification algorithms will be studied. This represents the most general case, in which the stream is presented as an incoming stream of multidimensional records. In particular, the extension of different kinds of classifiers such as rule-based methods, decision trees, and nearest neighbor methods to the streaming scenario will be studied. Ensemble methods will also be discussed, which have the advantage of robustness in the context of data streams. It should be pointed out that many of these methods use sampling in order to improve the classification accuracy.

Reservoir sampling [86] is a generic technique, which can be used in order to improve the effectiveness of many stream classifiers. The idea is to maintain a continuous sample of the training data, of modest size. At any given time, a learning algorithm can be applied to this sample in order to create the model. This is, of course, a general meta-algorithm, and it does have the disadvantage that the accuracy of the approach is limited by the size of the sample. Nevertheless, its merit is that it can be used in conjunction with any offline classifier of arbitrary complexity, as long as a reasonable training sample size is used for analysis. Such algorithms can handle concept drift, since reservoir methods for creating time-decayed samples [12] are available. When a learning algorithm is applied to such a model, it will be well adjusted to the changes in the underlying data distribution, because of the time-decay bias of the sample. Since reservoirs can also be collected over sliding windows, such methods can also implicitly support decremental learning.

9.2.1 Decision Trees for Data Streams

While many scalable decision tree methods such as SLIQ [68], RainForest [44], and BOAT [43] have been proposed earlier, these methods are not designed for the streaming scenario.

While relatively little known, a large number of classical methods were designed for incremental decision tree induction, on the basis of the ID3 family in the classical literature [49, 83–85]. Most of these methods preceded the advent of the data stream paradigm, and are therefore not well known, at least within the streaming context. One of the earliest methods based on Quinlan’s ID3 algorithm was designed by Schlimmer [78] in 1986. Other methods were designed for multivariate induction as well [84, 85], as early as 1990 and 1994, respectively. Kalles [49] proposed one of the most efficient versions by estimating the minimum number of training items for a new attribute to be selected as a split attribute. These methods were generally understood as purely incremental methods, though many of them do have the potential to be applied to data streams. The major downside of these methods is that they are typically not designed to handle concept-drift in the underlying data stream.

The earliest method specifically designed for decision-tree-based stream classification was proposed in [26]. This method is known as the Very Fast Decision Tree (VFDT) method. The VFDT method is based on the principle of the Hoeffding tree. This method essentially subsamples the data in order to achieve scalability in the construction of the decision tree. This is related to BOAT [43], which uses bootstrapping (rather than subsamples) in order to create more accurate trees. However, the BOAT method was designed for scalable decision tree construction, and not for the streaming scenario. Bootstrapping is also not an appropriate methodology for analyzing the streaming scenario.

This argument used in the Hoeffding tree is quite similar to BOAT. The idea is to show that the entire decision tree constructed would be the same as the one built on sub-sampled data with high probability. First, we describe a Hoeffding tree algorithm, which is constructed with the use of random sampling on static data. The idea is to determine a random sample of sufficient size so that the tree constructed on the sample is the same as that constructed on the entire data set. The
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Hoeffding bound is used to show that the decision tree on the sub-sampled tree would make the same split as on the full stream with high probability. This approach can be used with a variety of criteria such as the gini-index, or information gain. For example, consider the case of the gini-index. For two attributes \( i \) and \( j \), we would like to pick the attribute \( i \), for which its gini-index \( G_i \) is smaller than \( G_j \). While dealing with sampled data, the problem is that an error could be caused by the sampling process, and the order of the gini-index might be reversed. Therefore, for some threshold level \( \epsilon \), if \( G_i - G_j < -\epsilon \) is true for the sampled data, it is desired that \( G_i - G_j < 0 \) on the original data with high probability. This would result in the same split at that node in the sampled and original data, if \( i \) and \( j \) correspond to the best and second-best, attributes, respectively. The number of examples required to produce the same split as the original data (with high probability) is determined. The Hoeffding bound is used to determine the number of relevant examples, so that this probabilistic guarantee may be achieved. If all splits in the decision tree are the same, then the same decision tree will be created. The probabilistic guarantees on each split can be converted to probabilistic guarantees on the construction of the entire decision tree, by aggregating the probabilities of error over the individual nodes. The Hoeffding tree can also be applied to data streams, by building the tree incrementally, as more examples stream in, from the higher levels to the lower levels. At any given node, one needs to wait until enough tuples are available in order to make decisions about lower levels. The memory requirements are modest, because only the counts of the different discrete values of the attributes (over different classes) need to be maintained in order to make split decisions. The VFDT algorithm is also based on the Hoeffding tree algorithm, though it makes a number of modifications. Specifically, it is more aggressive about making choices in the tie breaking of different attributes for splits. It also allows the deactivation of less promising leaf nodes. It is generally more memory efficient, because of these optimizations.

The original VFDT method is not designed for cases where the stream is evolving over time. The work in [47] extends this method to the case of concept-drifting data streams. This method is referred to as CVFDT. CVFDT incorporates two main ideas in order to address the additional challenges of drift:

1. A sliding window of training items is used to limit the impact of historical behavior.
2. Alternate subtrees at each internal node \( i \) are constructed.

Because of the sliding window approach, the main issue here is the update of the attribute frequency statistics at the nodes, as the sliding window moves forward. For the incoming items, their statistics are added to the attribute frequencies in the current window, and the statistics of the expiring items at the other end of the window are decreased. Therefore, when these statistics are updated, some nodes may no longer meet the Hoeffding bound, and somehow need to be replaced. CVFDT associates each internal node \( i \) with a list of alternate subtrees split on different attributes. For each internal node \( i \), a periodic testing mode is used, in which it is decided whether the current state of \( i \) should be replaced with one of the alternate subtrees. This is achieved by using the next set of incoming training records as a test set to evaluate the impact of the replacement. A detailed discussion of the CVFDT method may be found in the Chapter 4 on decision trees.

One of the major challenges of the VFDT family of methods is that it is naturally suited to categorical data. This is a natural derivative of the fact that decision tree splits implicitly assume categorical data. Furthermore, discretization of numerical to categorical data is often done offline in order to ensure good distribution of records into the discretized intervals. Of course, it is always possible to test all possible split points, while dealing with numerical data, but the number of possible split points may be very large, when the data is numerical. The bounds used for ensuring that the split is the same for the sampled and the original data may also not apply in this case. The technique in [48] uses numerical interval pruning in order to reduce the number of possible split points, and thereby make the approach more effective. Furthermore, the work uses the properties of the gain function on the entropy in order to achieve the same bound as the VFDT method with the use of a
smaller number of samples. The work in [40] also extends the VFDT method for continuous data and drift and applies Bayes classifiers at the leaf nodes.

It was pointed out in [27] that it is often assumed that old data is very valuable in improving the accuracy of stream mining. While old data does provide greater robustness in cases where patterns in the stream are stable, this is not always the case. In cases where the stream has evolved, the old data may not represent the currently relevant patterns for classification. Therefore, the work in [27] proposes a method that is able to sensibly select the correct choice from the data with the use of a little extra cost. The technique in [27] uses a decision tree ensemble method, in which each component of the ensemble mixture is essentially a decision tree. While many models achieve the same goal using a sliding window model, the merit of this approach is the ability to perform systematic data selection.

Bifet et al [19] proposed a method, that shares similarities with the work in [40]. However, the work in [19] replaces the naive Bayes with perceptron classifiers. The idea is to gain greater efficiency, while maintaining competitive accuracy. Hashemi et al [46] developed a flexible decision tree, known as FlexDT, based on fuzzy logic. This is done in order to address noise and missing values in streaming data. The problem of decision tree construction has also been extended to the uncertain scenario by Liang [59]. A detailed discussion of some of the streaming decision-tree methods, together with pseudocodes, are provided in Chapter 4.

9.2.2 Rule-Based Methods for Data Streams

In rule-based methods, different combinations of attributes are associated with the class label. For the case of quantitative data, different intervals of the attributes are used in order to relate the attribute values to the class labels. Typically, rule-based methods have a very high level of interpretability for the classification process. The major disadvantage of rule-based methods is that if the data evolves significantly, then these methods cannot be used effectively. There are two kinds of rule-based methods that are primarily used in the literature for the static case:

1. Rule-based methods with sequential covering: These methods typically use the sequential covering paradigm in order to grow rules in the same way as a decision tree. Examples include C4.5Rules [73], CN2 [23], and RIPPER [24]. Some of the classifiers such as C4.5Rules are almost directly rule-based versions of tree classifiers.

2. Leveraging association rules: In these cases, association patterns are mined in which the consequent of the rule represents a class label. An example is CBA [61].

Among the aforementioned methods, the second is easier to generalize to the streaming scenario, because online methods exist for frequent pattern mining in data streams. Once the frequent patterns have been determined, rule-sets can be constructed from them using any offline algorithm. Since frequent patterns can also be efficiently determined over sliding windows, such methods can also be used for decremental learning. The reader is referred to [1] for a primer on the streaming methods for frequent pattern mining.

Since decision trees can be extended to streaming data, the corresponding rule-based classifiers can also be extended to the streaming scenario. As discussed in the introduction chapter, the rule-growth phase of sequential covering algorithms shares a number of conceptual similarities with decision tree construction. Therefore, many of the methods for streaming decision tree construction can be extended to rule growth. The major problem is that the sequential covering algorithm assumes the availability of all the training examples at one time. These issues can however be addressed by sampling recent portions of the stream.

An interesting rule-based method, which is based on C4.5Rules, is proposed in [90]. This method is able to adapt to concept drift. This work distinguishes between proactive and reactive models. The idea in a proactive model is to try to anticipate the concept drift that will take place,
and to make adjustments to the model on this basis. A reactive model is one in which the additional concept drift that has already occurred is used in order to modify the model. The work in [90] uses *C4.5Rules* [73] as the base learner in order to create the triggers for the different scenarios. The section on text stream classification in this chapter also discusses a number of other rule-based methods for streaming classification.

Another recent method, known as *LOCUST* [4], uses a lazy learning method in order to improve the effectiveness of the classification process in an evolving data stream. The reader is advised to refer to Chapter 6 on instance-based learning. Thus, the training phase is completely dispensed with, except for the fact that the training data is organized in the form of inverted lists on the discretized attributes for efficient retrieval. These lists are maintained using an online approach, as more data arrives. Furthermore, the approach is resource-adaptive, because it can adjust to varying speeds of the underlying data stream. The way in which the algorithm is made resource-adaptive is by structuring it as an *any-time* algorithm. The work in [4] defines an online analytical processing framework for real-time classification. In this technique, the data is received continuously over time, and the classification is performed in real time, by sampling local subsets of attributes, which are relevant to a particular data record. This is achieved by sampling the inverted lists on the discretized attributes. The intersection of these inverted lists represents a subspace local to the test instance. Thus, each of the sampled subsets of attributes represents an *instance-specific* rule in the locality of the test instance. The majority class label of the local instances in that subset of attributes is reported as the relevant class label for a particular record for that sample. Since multiple attribute samples are used, this provides greater robustness to the estimation process. Since the approach is structured as an *any-time* method, it can vary on the number of samples used, during periods of very high load.

### 9.2.3 Nearest Neighbor Methods for Data Streams

In nearest neighbor methods a sample of the data stream is maintained. The class label is defined as the majority (or largest) label presence among the *k*-nearest neighbors of the test instance. Therefore, the approach is quite simple, in that it only needs to maintain a dynamic sample from the data stream. The process of finding a dynamic sample from a data stream is referred to as *reservoir sampling*. A variety of unbiased [86] and biased [12] sampling methods are available for this purpose. In biased methods, more recent data points are heavily weighted as compared to earlier data points. Such an approach can account for concept drift in the data stream.

One of the earliest nearest neighbor classification methods that was specifically designed for data streams was the *ANNCAD* algorithm [54]. The core idea in this work is that when data is non-uniform, it is difficult to predetermine the number of nearest neighbors that should be used. Therefore, the approach allows an adaptive choice of the number of *k* nearest neighbors. Specifically, one adaptively expands the nearby area of a test point until a satisfactory classification is obtained. In order to achieve this efficiently, the feature space of the training set is decomposed with the use of a multi-resolution data representation. The information from different resolution levels can then be used for adaptively preassigning a class to every cell. A test point is classified on the basis of the label of its cell. A number of efficient data structures are proposed in [54] in order to speed up the approach.

Another method proposed in [14] uses micro-clustering in order to perform nearest neighbor classification. While vanilla nearest neighbor methods use the original data points for the classification process, the method proposed in [14] uses supervised *micro-clusters* for this purpose. A cluster can be viewed as a pseudo-point, which is represented by its centroid. The advantage of using clusters rather than the individual data points is that there are fewer clusters than data points. Therefore, the classification can be performed much more efficiently. Of course, since each cluster must contain data points from the same class, the micro-clustering approach needs to be modified in order to create class specific clusters. The clusters must also not be too coarse, in order to ensure that sufficient accuracy is retained.
A micro-cluster is a statistical data structure that maintains the zero-th order, first order, and second order moments from the data stream. It can be shown that these moments are sufficient for maintaining most of the required cluster statistics. In this approach, the algorithm dynamically maintains a set of micro-clusters [11], such that each micro-cluster is constrained to contain data points of the same class. Furthermore, snapshots of the micro-clusters are maintained (indirectly) over different historical horizons. This is done by maintaining micro-cluster statistics since the beginning of the stream and additively updating them. Then, the statistics are stored either uniformly or over pyramidally stored intervals. By storing the statistics over pyramidally stored intervals, better space efficiency can be achieved. The statistics for a particular horizon \((t_c - h, t_c)\) of length \(h\) may be inferred by subtracting the statistics at time \(t_c - h\) from the statistics at time \(t_c\). Note that statistics over multiple time horizons can be constructed using such an approach.

In order to perform the classification, a key issue is the choice of the horizon to be used for a particular test instance. For this purpose, the method in [14] separates out a portion of the training stream as the hold out stream. The classification accuracy is tested over different time horizons over the hold out streams, and the best accuracy horizon is used in each case. This approach is similar to the standard “bucket of models” approach used for parameter-tuning in data classification [92]. The major difference in this case is that the parameter being tuned is temporal time-horizon, since it is a data stream, that is being considered. This provides more effective results because smaller horizons are automatically used in highly evolving streams, whereas larger horizons are used in less evolving streams. It has been shown in [14] that such an approach is highly adaptive to different levels of evolution of the data stream. The microclustering approach also has the advantage that it can be naturally generalized to positive-unlabeled data stream classification [58].

9.2.4 SVM Methods for Data Streams

SVM methods have rarely been used for data stream classification because of the challenges associated with incrementally updating the SVM classification model with an increasing number of records. Some methods such as SVMLight [50] and SVMPerf [51] have been proposed for scaling up SVM classification. These methods are discussed in the next chapter on big data. However, these methods are not designed for the streaming model, which is much more restrictive. SVM classifiers are particularly important to generalize to the streaming scenario, because of their widespread applicability. These methods use a quadratic programming formulation with as many constraints as the number of data points. This makes the problem computationally intensive. In the case of kernel methods, the size of the kernel matrix scales with the square of the number of data points. In a stream, the number of data points constantly increases with time. Clearly, it is not reasonable to assume that such methods can be used directly in the streaming context.

In the context of support vector machines, the main thrust of the work is in three different directions, either separately or in combination:

1. It is desired to make support vector machines incremental, so that the model can be adjusted efficiently as new examples come in, without having to learn from scratch. Because of the large size of the SVM optimization problem, it is particularly important to avoid learning from scratch.

2. In many cases, incremental learning is combined with learning on a window of instances. Learning on a window of instances is more difficult, because one has to adjust not only for the incoming data points, but also points that fall off at the expiring end of the window. The process of removing instances from a trained model is referred to as decremental learning.

3. In the context of concept drift detection, it is often difficult to estimate the correct window size. During periods of fast drift, the window size should be small. During periods of slow drift, the window size should be larger, in order to minimize generalization error. This ensures
that a larger number of training data points are used during stable periods. Therefore, the window sizes should be adapted according to the varying trends in the data stream. This can often be quite challenging in the streaming scenario.

The work in streaming SVM-classification is quite significant, but relatively less known than the more popular techniques on streaming decision trees and ensemble analysis. In fact, some of the earliest work [52, 82] in streaming SVM learning precedes the earliest streaming work in decision tree construction. The work in [52] is particularly notable, because it is one of the earliest works that uses a dynamic window-based framework for adjusting to concept drift. This precedes most of the work on streaming concept drift performed subsequently by the data mining community. Other significant works on incremental support vector machines are discussed in [30, 36, 38, 74, 76, 80].

The key idea in most of these methods is that SVM classification is a non-linear programming problem, which can be solved with the use of Kuhn-Tucker conditions. Therefore, as long as it is possible to account for the impact of the addition or removal of test instances on these conditions, such an approach is likely to work well. Therefore, these methods show how to efficiently maintain the optimality conditions while adding or removing instances. This is much more efficient than retraining the SVM from scratch, and is also very useful for the streaming scenario. In terms of popularity, the work in [30] is used most frequently as a representative of support vector learning. The notable feature of this work is that it shows that decremental learning provides insights about the relationship between the generalization performance and the geometry of the data.

9.2.5 Neural Network Classifiers for Data Streams

The basic unit in a neural network is a neuron or unit. Each unit receives a set of inputs, which are denoted by the vector $X_i$, which in this case corresponds to the term frequencies in the $i$th document. Each neuron is also associated with a set of weights $A$, which are used in order to compute a function $f(\cdot)$ of its inputs. A typical function that is often used in the neural network is the linear function as follows:

$$p_i = A \cdot X_i + b.$$ (9.1)

Thus, for a vector $X_i$ drawn from a lexicon of $d$ words, the weight vector $A$ should also contain $d$ elements. Here $b$ denotes the bias. Now consider a binary classification problem, in which all labels are drawn from $\{+1, -1\}$. We assume that the class label of $X_i$ is denoted by $y_i$. In that case, the sign of the predicted function $p_i$ yields the class label.

Since the sign of the function $A \cdot X_i + b$ yields the class label, the goal of the approach is to learn the set of weights $A$ with the use of the training data. The idea is that we start off with random weights and gradually update them when a mistake is made by applying the current function on the training example. The magnitude of the update is regulated by a learning rate $\mu$. This forms the core idea of the perceptron algorithm, which is as follows:

**Perceptron Algorithm**

**Inputs:** Learning Rate: $\mu$

Training Data $(X_i, y_i) \forall i \in \{1 \ldots n\}$

Initialize weight vectors in $A$ and $b$ to 0 or small random numbers

**repeat**

Apply each training data to the neural network to check if the sign of $A \cdot X_i + b$ matches $y_i$;

if sign of $A \cdot X_i + b$ does **not** match $y_i$, then

update weights $A$ based on learning rate $\mu$

**until** weights in $A$ converge
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The weights in $A$ are typically updated (increased or decreased) proportionally to $\mu \cdot \overline{X}_t$, so as to reduce the direction of the error of the neuron. We further note that many different update rules have been proposed in the literature. For example, one may simply update each weight by $\mu$, rather than by $\mu \cdot \overline{X}_t$. This is particularly possible in domains such as text, in which all feature values take on small non-negative values of relatively similar magnitude. Most neural network methods iterate through the training data several times in order to learn the vector of weights $A$. This is evident from the pseudocode description provided above. This is however, not possible in the streaming scenario. However, in the streaming scenario, the number of training examples is so large that it is not necessary to iterate through the data multiple times. It is possible to continuously train the neural network using incoming examples, as long as the number of examples are large enough. If desired, segments of the data stream may be isolated for multiple iterations, where needed. A number of implementations of neural network methods for text data have been studied in [35, 60, 70, 79, 89]. Neural networks are particularly suitable for data stream scenarios because of their incremental approach to the model update process. The extension of these methods to the stream scenario is straightforward, and is discussed in the section on text stream classification. These methods are not specific to text, and can be extended to any scenario, though they are used very commonly for text data.

9.2.6 Ensemble Methods for Data Streams

Ensemble methods are a particularly popular method for stream classification, because of the fact that classification models can often not be built robustly in a fast data stream. Therefore, the models can be made more robust by using a combination of classifiers.

The two most common ensemble methods include bagging and boosting [71]. These methods model the number of times that a data item occurs in one of the base classifiers, and show that it is suitable for streaming data. The work in [81] proposes an ensemble method to read training items sequentially as blocks. The classifier is learned on one block and evaluated on the next. The ensemble components are selected on the basis of this qualitative evaluation. The major weakness of these methods is that they fail to take the concept drift into account.

Such a method was proposed in [87]. The method is also designed to handle concept drift, since it can effectively capture the evolution in the underlying data. The data stream is partitioned into chunks, and multiple classifiers are utilized on each of these chunks. The final classification score is computed as a function of the score on each of these chunks. In particular, ensembles of classification models are scored, such as C4.5, RIPPER, and naive Bayesian, from sequential chunks of the data stream. The classifiers in the ensemble are weighted based on their expected classification accuracy on the test data under the time-evolving environment. This ensures that the approach is able to achieve a higher degree of accuracy, since the classifiers are dynamically tuned in order to optimize the accuracy for that part of the data stream. The work in [87] shows that an ensemble classifier produces a smaller error than a single classifier, if the weights of all classifiers are assigned based on their expected classification accuracy.

A significant body of work [53, 95, 96] uses the approach of example and model weighting or selection in order to obtain the best accuracy over different portions of the concept drifting data stream. Typically, the idea in all of these methods is to pick the best classifier which works for that test instance or a portion of the training data stream. The work in [88] uses a stochastic optimization model in order to reduce the risk of overfitting and minimize classification bias. The diversity arising from the use of the ensemble approach has a significant role in the improvement of classification accuracy [69].

Both homogeneous and heterogeneous ensembles can be very useful in improving the accuracy of classification, as long as the right subset of data is selected for training in the different ensemble components. An example of a homogeneous decision tree is presented in [27], in which the individual components of the ensemble are decision trees. The work in [27] carefully selects the
subset of data on which to apply the method in order to achieve the most accurate results. It was pointed out in [42] that the appropriate assumptions for mining concept drifting data streams are not always easy to infer from the underlying data. It has been shown in [42] that a simple voting-based ensemble framework can sometimes perform more effectively than relatively complex models.

Ensemble methods have also been extended to the rare class scenario. For example, the work in [41] is able to achieve effective classification in the context of skewed distributions. This scenario is discussed in detail in the next section.

9.3 Rare Class Stream Classification

In the rare class scenario, one or more classes are presented to a much lower degree than the other classes. Such distributions are known as skewed distributions. The rare class scenario is closely related to supervised outlier detection, and is discussed in detail in Chapter 17 of this book, for the static case. An overview on the topic may be found in [31]. In many cases, costs may be associated with examples, which provide an idea of the relative cost of incorrect classification of the different classes. In the static scenario, most classification methods can be extended to the rare class scenario by using a variety of simple methods:

- **Example Re-Weighting:** In this case, the examples are re-weighted using the misclassification costs.

- **Example Over-sampling or Under-sampling:** In this case, the examples are re-weighted implicitly or explicitly by oversampling or undersampling the different classes.

The supervised scenario is a very rich one in the temporal domain, because different kinds of temporal and frequency-based aspects of the classes could correspond to rare class. In many cases, full supervision is not possible, and therefore semi-supervised outliers may need to be found. Such semi-supervised cases will be discussed in this chapter, because of their importance to the classification process. The different scenarios could correspond to novel class outliers, rare class outliers, or infrequently recurring class outliers. Thus, a combination of methods for concept drift analysis, outlier detection, and rare class detection may need to be used in order to accurately identify such cases in the streaming scenario. Such scenarios could arise quite often in applications such as intrusion detection, in which some known intrusions may be labeled, but new intrusions may also arise over time. Therefore, it is critical for the anomaly detection algorithm to use a combination of supervised and unsupervised methods in order to perform the labeling and detect outliers both in a semi-supervised and fully supervised way. Therefore, this problem may be viewed as a hybrid between outlier detection and imbalanced class learning.

The problem of rare class detection is related to, but distinct from, the problem of classifying data streams with a limited number of training labels [66]. In the latter case, the labels are limited
but may not necessarily be restricted to a particular class. However, in practice, the problem of limited labels arises mostly in binary classification problems where the rare class has a relatively small number of labels, and the remaining records are unlabeled.

The different kinds of scenarios that could arise in these contexts are as follows:

- **Rare Classes**: The determination of such classes is similar to the static supervised scenario, except that it needs to be done efficiently in the streaming scenario. In such cases, a small fraction of the records may belong to a rare class, but they may not necessarily be distributed in a non-homogenous way from a temporal perspective. While some concept drift may also need to be accounted for, the modification to standard stream classification algorithms remains quite analogous to the modifications of the static classification problem to the rare-class scenario.

- **Novel Classes**: These are classes, that were not encountered before in the data stream. Therefore, they may not be reflected in the training model at all. Eventually, such classes may become a normal part of the data over time. This scenario is somewhat similar to semi-supervised outlier detection in the static scenario, though the addition of the temporal component brings a number of challenges associated with it.

- **Infrequently Recurring Classes**: These are classes, that have not been encountered for a while, but may re-appear in the stream. Such classes are different from the first type of outliers, because they arrive in **temporally rare bursts**. Since most data stream classification algorithms use some form of discounting in order to address concept drift, they may sometimes completely age out information about old classes. Such classes cannot be distinguished from novel classes, if the infrequently recurring classes are not reflected in the training model. Therefore, issues of model update and discounting are important in the detection of such classes. The third kind of outlier was first proposed in [64].

We discuss each of the above cases below.

### 9.3.1 Detecting Rare Classes

Numerous classifiers are available for the streaming scenario [1], especially in the presence of concept drift. For detecting rare classes, the only change to be made to these classifiers is to add methods that are intended to handle the **class imbalance**. Such changes are not very different from those of addressing class imbalance in the static context. In general, the idea is that classes are often associated with costs, which enhance the importance of the rare class relative to the normal class. Since the broad principles of detecting rare classes do not change very much between the static and dynamic scenario, the discussion in this section will focus on the other two kinds of outliers.

### 9.3.2 Detecting Novel Classes

Novel class detection is the problem of detecting classes that have not occurred earlier either in the training or test data. Therefore, no ground truth is available for the problem of novel class detection. The problem of novel class detection will be studied in the online setting, which is the most common scenario in which it is encountered. Detecting novel classes is also a form of **semi-supervision**, because models are available about many of the other classes, but not the class that is being detected. The fully unsupervised setting corresponds to the clustering problem [11,13,94,97], in which newly created clusters are reported as novel classes. In the latter case, the models are created in an unsupervised way with the use of clustering or other unsupervised methods. The work in [64,65] addresses the problem of novel class detection in the streaming scenario.
Much of the traditional work on novel class detection \cite{67} is focused only on finding novel classes that are different from the current models. However, this approach does not distinguish between the different novel classes that may be encountered over time. A more general way of understanding the novel class detection problem is to view it as a combination of supervised (classification) and unsupervised (clustering) models. Thus, as in unsupervised novel class detection models such as first story detection \cite{13, 97}, the cohesion between the test instances of a novel class is important in determining whether they belong to the same novel class or not. The work in \cite{64, 65} combines both supervised and semi-supervised models by:

- Maintaining a supervised model of the classes available in the training data as an ensemble of classification models.
- Maintaining an unsupervised model of the (unlabeled) novel classes received so far as cohesive groups of tightly knit clusters.

When a new test instance is received, the classification model is first applied to it to test whether it belongs to a currently existing (labeled) class. If this is not the case, it is tested whether it naturally belongs to one of the novel classes. The relationship of the test instance to a statistical boundary of the clusters representing the novel classes is used for this purpose. If neither of these conditions hold, it is assumed that the new data point should be in a novel class of its own. Thus, this approach creates a flexible scenario that combines supervised and unsupervised methods for novel class detection.

### 9.3.3 Detecting Infrequently Recurring Classes

Many outliers in real applications often arrive in *infrequent temporal bursts*. Many classifiers cannot distinguish between novel classes and rare classes, especially if the old models have aged out in the data stream. Therefore, one solution is to simply report a recurring outlier as a novel outlier.

This is however not a very desirable solution because novel-class detection is a semi-supervised problem, whereas the detection of recurring classes is a fully supervised problem. Therefore, by remembering the distribution of the recurring class over time, it is possible to improve the classification accuracy. The second issue is related to computational and resource efficiency. Since novel class detection is much more computationally and memory intensive than the problem of identifying an existing class, it is inefficient to treat recurring classes as novel classes. The work in \cite{64} is able to identify the recurring classes in the data, and is also able to distinguish between the different kinds of recurring classes, when they are distinct from one another, by examining their relationships in the feature space. For example, two kinds of recurring intrusions in a network intrusion detection application may form distinct clusters in the stream. The work in \cite{64} is able to distinguish between the different kinds of recurring classes as well. Another recent method that improves upon the basic technique of detecting rare and recurring classes is proposed in \cite{16}.

### 9.4 Discrete Attributes: The Massive Domain Scenario

In this section, we will study the problem of stream classification with discrete or categorical attributes. Stream classification with discrete attributes is not very different from continuous attributes, and many of the aforementioned methods can be extended easily to categorical data with minor modifications. A particularly difficult case in the space of discrete attributes is the massive domain scenario.
A massive-domain stream is defined as one in which each attribute takes on an extremely large number of possible values. Some examples are as follows:

1. In internet applications, the number of possible source and destination addresses can be very large. For example, there may be well over $10^8$ possible IP addresses.

2. The individual items in supermarket transactions are often drawn from millions of possibilities.

3. In general, when the attributes contain very detailed information such as locations, addresses, names, phone numbers or other such information, the domain size is very large. Recent years have seen a considerable increase in such applications because of advances in data collection techniques.

Many synopsis techniques such as sketches and distinct-element counting are motivated by the massive-domain scenario [34]. Note that these data structures would not be required for streams with a small number of possible values. Therefore, while the importance of this scenario is well understood in the context of synopsis data structures, it is rarely studied in the context of core mining problems. Recent work has also addressed this scenario in the context of core mining problems such as clustering [10] and classification [5].

The one-pass restrictions of data stream computation create further restrictions on the computational approach, which may be used for discriminatory analysis. Thus, the massive-domain size creates challenges in terms of space requirements, whereas the stream model further restricts the classes of algorithms that may be used in order to create space-efficient methods. For example, consider the following types of classification models:

- Techniques such as decision trees [20,73] require the computation of the discriminatory power of each possible attribute value in order to determine how the splits should be constructed. In order to compute the relative behavior of different attribute values, the discriminatory power of different attribute values (or combinations of values) need to be maintained. This becomes difficult in the context of massive data streams.

- Techniques such as rule-based classifiers [24] require the determination of combinations of attributes that are relevant to classification. With increasing domain size, it is no longer possible to compute this efficiently either in terms of space or running time.

The stream scenario presents additional challenges for classifiers. This is because the one-pass constraint dictates the choice of data structures and algorithms that can be used for the classification problem. All stream classifiers such as that discussed in [26] implicitly assume that the underlying domain size can be handled with modest main memory or storage limitations.

In order to discuss further, some notations and definitions will be introduced. The data stream $\mathcal{D}$ contains $d$-dimensional records that are denoted by $\textbf{X}_1 \ldots \textbf{X}_N$. Associated with each record is a class that is drawn from the index $\{1 \ldots k\}$. The attributes of record $\textbf{X}_i$ are denoted by $(x^1_i \ldots x^d_i)$. It is assumed that the attribute value $x^k_i$ is drawn from the unordered domain set $J_k = \{v^k_1 \ldots v^k_{M_k}\}$. The value of $M_k$ denotes the domain size for the $k$th attribute. The value of $M_k$ can be very large, and may range on the order of millions or billions. When the discriminatory power is defined in terms of subspaces of higher dimensionality, this number multiples rapidly to very large values. Such intermediate computations will be difficult to perform on even high-end machines.

Even though an extremely large number of attribute-value combinations may be possible over the different dimensions and domain sizes, only a limited number of these possibilities are usually relevant for classification purposes. Unfortunately, the intermediate computations required to effectively compare these combinations may not be easily feasible. The one-pass constraint of the data stream model creates an additional challenge in the computation process. In order to perform the
classification, it is not necessary to explicitly determine the combinations of attributes that are related to a given class label. The more relevant question is the determination of whether some combinations of attributes exist that are strongly related to some class label. As it turns out, a sketch-based approach is very effective in such a scenario.

Sketch-based approaches [34] were designed for enumeration of different kinds of frequency statistics of data sets. The work in [5] extends the well-known count-min sketch [34] to the problem of classification of data streams. In this sketch, a total of \( w = \lceil \ln(1/\delta) \rceil \) pairwise independent hash functions are used, each of which map onto uniformly random integers in the range \( h = [0, e/\epsilon] \), where \( e \) is the base of the natural logarithm. The data structure itself consists of a two dimensional array with \( w \cdot h \) cells with a length of \( h \) and width of \( w \). Each hash function corresponds to one of \( w \) 1-dimensional arrays with \( h \) cells each. In standard applications of the count-min sketch, the hash functions are used in order to update the counts of the different cells in this 2-dimensional data structure. For example, consider a 1-dimensional data stream with elements drawn from a massive set of domain values. When a new element of the data stream is received, each of the \( w \) hash functions are applied, in order to map onto a number in \([0, h−1]\). The count of each of the set of \( w \) cells is incremented by 1. In order to estimate the count of an item, the set of \( w \) cells to which each of the \( w \) hash-functions map are determined. The minimum value among all these cells is determined. Let \( c_t \) be the true value of the count being estimated. The estimated count is at least equal to \( c_t \), since all counts are non-negative, and there may be an over-estimation because of collisions among hash cells. As it turns out, a probabilistic upper bound to the estimate may also be determined. It has been shown in [34] that for a data stream with \( T \) arrivals, the estimate is at most \( c_t + \epsilon \cdot T \) with probability at least \( 1 - \delta \).

In typical subspace classifiers such as rule-based classifiers, low dimensional projections such as 2-dimensional or 3-dimensional combinations of attributes in the antecedents of the rule are used. In the case of data sets with massive domain sizes, the number of possible combinations of attributes (even for such low-dimensional combinations) can be so large that the corresponding statistics cannot be maintained explicitly during intermediate computations. However, the sketch-based method provides a unique technique for maintaining counts by creating super-items from different combinations of attribute values. Each super-item \( v \) containing a concatenation of the attribute value strings along with the dimension indices to which these strings belong. Let the actual value-string corresponding to value \( i_r \) be \( S(i_r) \), and let the dimension index corresponding to the item \( i_r \) be \( dim(i_r) \). In order to represent the dimension-value combinations corresponding to items \( i_1 \ldots i_p \), a new string is created by concatenating the strings \( S(i_1) \ldots S(i_p) \) and the dimension indices \( dim(i_1) \ldots dim(i_p) \).

This new super-string is then hashed into the sketch table as if it is the attribute value for the special super-item \( v \). For each of the \( k \)-classes, a separate sketch of size \( w \cdot h \) is maintained, and the sketch cells for a given class are updated only when a data stream item of the corresponding class is received. It is important to note that the same set of \( w \) hash functions is used for updating the sketch corresponding to each of the \( k \) classes in the data. Then, the sketch is updated once for each 1-dimensional attribute value for the \( d \) different attributes, and once for each of the super-items created by attribute combinations. For example, consider the case where it is desired to determine discriminatory combinations or 1- or 2-dimensional attributes. There are a total of \( d + d \cdot (d - 1)/2 \) such combinations. Then, the sketch for the corresponding class is updated \( L = d \cdot (d + 1)/2 \) times for each of the attribute-values or combinations of attribute-values. In general, \( L \) may be larger if even higher dimensional combinations are used, though for cases of massive domain sizes, even a low-dimensional subspace would have a high enough level of specificity for classification purposes. This is because of the extremely large number of combinations of possibilities, most of which would have very little frequency with respect to the data stream. For all practical purposes, one can assume that the use of 2-dimensional or 3-dimensional combinations provides sufficient discrimination in the massive-domain case. The value of \( L \) is dependent only on the dimensionality
Algorithm \textit{SketchUpdate}(Labeled Data Stream: $\mathcal{D}$, NumClasses: $k$, MaxDim: $r$)

\begin{algorithmic}
\STATE \textbf{begin}
\STATE Initialize $k$ sketch tables of size $w \cdot h$ each with zero counts in each entry;
\STATE \textbf{repeat}
\STATE \hspace{1em} Receive next data point $X$ from $\mathcal{D}$
\STATE \hspace{1em} Add 1 to each of the sketch counts in the (class-specific) table for all $L$ value-combinations in $X$ with dimensionality less than $r$;
\STATE \textbf{until}(all points in $\mathcal{D}$ have been processed);
\STATE \textbf{end}
\end{algorithmic}

\begin{figure}[h]
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\caption{Sketch updates for classification (training).}
\end{figure}

and is independent of the domain size along any of the dimensions. For modest values of $d$, the value of $L$ is typically much lower than the number of possible combinations of attribute values.

The sketch-based classification algorithm has the advantage of being simple to implement. For each of the classes, a separate sketch table with $w \cdot d$ values is maintained. Thus, there are a total of $w \cdot d \cdot k$ cells that need to be maintained. When a new item from the data stream arrives, a total of $L \cdot w$ cells of the $i$th sketch table are updated. Specifically, for each item or super-item we update the count of the corresponding $w$ cells in the sketch table by one unit. The overall approach for updating the sketch table is illustrated in Figure 9.1. The input to the algorithm is the data stream $\mathcal{D}$, the maximum dimensionality of the subspace combinations that are tracked, and the number of classes in the data set.

The key to using the sketch-based approach effectively is to be able to efficiently determine discriminative combinations of attributes. While one does not need to determine such combinations explicitly in closed form, it suffices to be able to test whether a given combination of attributes is discriminative. This suffices to perform effective classification of a given test instance. Consider the state of the data stream, when $N$ records have arrived so far. The number of data streams records received from the $k$ different classes are denoted by $N_1 \ldots N_k$, so that we have $\sum_{i=1}^{k} N_i = N$.

Most combinations of attribute values have very low frequency of presence in the data stream. Here, one is interested in those combinations of attribute values that have high relative presence in one class compared to the other classes. Here we are referring to high relative presence for a given class in combination with a moderate amount of absolute presence. For example, if a particular combination of values occurs in 0.5% of the records corresponding to the class $i$, but it occurs in less than 0.1% of the records belonging to the other classes, then the relative presence of the combination in that particular class is high enough to be considered significant. Therefore, the discriminative power of a given combination of values (or super-item) $V$ will be defined. Let $f_i(V)$ denote the fractional presence of the super-item $V$ in class $i$, and $g_i(V)$ be the fractional presence of the super-item $V$ in all classes other than $i$. In order to identify classification behavior specific to class $i$, the super-item $V$ is of interest, if $f_i(V)$ is significantly greater than $g_i(V)$.

**Definition 9.4.1** The discriminatory power $\theta_i(V)$ of the super-item $V$ is defined as the fractional difference in the relative frequency of the attribute-value combination $V$ in class $i$ versus the relative presence in classes other than $i$. Formally, the value of $\theta_i(V)$ is defined as follows:

$$
\theta_i(V) = \frac{f_i(V) - g_i(V)}{f_i(V)}. \quad (9.2)
$$

Since one is interested only in items from which $f_i(V)$ is greater than $g_i(V)$, the value of $\theta_i(V)$
in super-items of interest will lie between 0 and 1. The larger the value of \( \theta_i(V) \), the greater the correlation between the attribute-combination \( V \) and the class \( i \). A value of \( \theta_i(V) = 0 \) indicates no correlation, whereas the value of \( \theta_i(V) = 1 \) indicates perfect correlation. In addition, it is interesting to determine those combinations of attribute values that occur in at least a fraction \( s \) of the records belonging to any class \( i \). Such attribute value combinations are referred to as discriminatory. The concept of \((\theta, s)\)-discriminatory combinations is defined as follows:

**Definition 9.4.2** An attribute value-combination \( V \) is defined as \((\theta, s)\)-discriminatory with respect to class \( i \), if \( f_i(V) \geq s \) and \( \theta_i(V) \geq \theta \).

In other words, the attribute-value combination \( V \) occurs in at least a fraction \( s \) of the records belonging to class \( i \), and has a discriminatory power of at least \( \theta \) with respect to class \( i \). Next, an approach for the decision problem of testing whether or not a given attribute-value combination is discriminatory will be discussed. This is required to perform classification of test instances.

In order to estimate the value of \( \theta_i(V) \), the values of \( f_i(V) \) and \( g_i(V) \) also need to be estimated. The value of \( N_i \) is simply the sum of the counts in the table corresponding to the \( i \)th class divided by \( L \). This is because exactly \( L \) sketch-table entries for each incoming record are updated. In order to estimate \( f_i(V) \) we take the minimum of the \( w \) hash cells to which \( V \) maps for various hash functions in the sketch table corresponding to class \( i \). This is the approach used for estimating the counts as discussed in [34]. The value of \( g_i(V) \) can be estimated similarly, except that we compute a sketch table that contains the sum of the (corresponding cell-specific) counts in the \((k - 1)\) classes other than \( i \). This composite sketch table represents the other \((k - 1)\) classes, since the same hash-function on each table is used. As in the previous case, the value of \( g_i(V) \) is estimated by using the minimum cell value from all the \( w \) cells to which \( V \) maps. The value of \( \theta_i(V) \) can then be estimated from these values of \( f_i(V) \) and \( g_i(V) \). The following result can be shown [5].

**Lemma 9.4.1** With probability at least \( (1 - \delta) \), the values of \( f_i(V) \) and \( g_i(V) \) are respectively overestimated to within \( L \cdot \epsilon \) of their true values when we use sketch tables with size \( w = \lceil \ln (1/\delta) \rceil \) and \( h = \lceil \epsilon / \epsilon \rceil \).

Next, the accuracy of estimation of \( \theta_i(V) \) is estimated. Note that one is only interested in those attribute-combinations \( V \) for which \( f_i(V) \geq s \) and \( f_i(V) \geq g_i(V) \), since such patterns have sufficient statistical counts and are also discriminatory with \( \theta_i(V) \geq 0 \).

**Lemma 9.4.2** Let \( \tilde{\beta}_i(V) \) be the estimated value of \( \theta_i(V) \) for an attribute-combination \( V \) with fractional selectivity at least \( s \) and \( f_i(V) \geq g_i(V) \). Let \( \epsilon \) be chosen such that \( \epsilon' = \epsilon \cdot L / s \ll 1 \). With probability at least \( 1 - \delta \), it is the case that \( \tilde{\beta}_i(V) \leq \theta_i(V) + \epsilon' \).

Next, we will examine the case when the value of \( \theta_i(V) \) is under-estimated [5].

**Lemma 9.4.3** Let \( \tilde{\beta}_i(V) \) be the estimated value of \( \theta_i(V) \) for an attribute-combination \( V \) with fractional selectivity at least \( s \) and \( f_i(V) \geq g_i(V) \). Let \( \epsilon \) be chosen such that \( \epsilon' = \epsilon \cdot L / s \ll 1 \). With probability at least \( 1 - \delta \), it is the case that \( \tilde{\beta}_i(V) \geq \theta_i(V) - \epsilon' \).

The results of Lemma 9.4.2 and 9.4.3 can be combined to conclude the following:

**Lemma 9.4.4** Let \( \tilde{\beta}_i(V) \) be the estimated value of \( \theta_i(V) \) for an attribute-combination \( V \) with fractional selectivity at least \( s \) and \( f_i(V) \geq g_i(V) \). Let \( \epsilon \) be chosen such that \( \epsilon' = \epsilon \cdot L / s \ll 1 \). With probability at least \( 1 - 2 \delta \), it is the case that \( \tilde{\beta}_i(V) \in (\theta_i(V) - \epsilon', \theta_i(V) + \epsilon') \).

This result follows from the fact each of the inequalities in Lemmas 9.4.2 and 9.4.3 are true with probability at least \( 1 - \delta \). Therefore, both inequalities are true with probability at least \( 1 - 2 \delta \). Another natural corollary of this result is that any pattern that is truly \((\theta, s)\)-discriminatory will be
TABLE 9.1: Storage Requirement of Sketch Table for Different Data and Pattern Dimensionalities
($\varepsilon' = 0.01$, $\delta = 0.01$, $s = 0.01$)

<table>
<thead>
<tr>
<th>Data Dimensionality</th>
<th>Max. Pattern Dimensionality</th>
<th>$L$</th>
<th>$\varepsilon = \varepsilon' \cdot s/L$</th>
<th>$# \text{Cells} = \lceil e^{-\ln(1/\delta)/\varepsilon} \rceil$</th>
<th>Storage Required</th>
<th>Storage $\varepsilon' X20$</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>2</td>
<td>55</td>
<td>$10^{-4}/55$</td>
<td>6884350</td>
<td>26.3 MB</td>
<td>1.315 MB</td>
</tr>
<tr>
<td>10</td>
<td>3</td>
<td>175</td>
<td>$10^{-6}/175$</td>
<td>21.9x$10^6$</td>
<td>83.6 MB</td>
<td>4.18 MB</td>
</tr>
<tr>
<td>20</td>
<td>2</td>
<td>210</td>
<td>$2 \cdot 10^{-5}/210$</td>
<td>26.3x$10^6$</td>
<td>100.27 MB</td>
<td>5.01 MB</td>
</tr>
<tr>
<td>20</td>
<td>3</td>
<td>1920</td>
<td>$10^{-9}/1920$</td>
<td>$24 \cdot 10^7$</td>
<td>916.85 MB</td>
<td>45.8 MB</td>
</tr>
<tr>
<td>50</td>
<td>2</td>
<td>1275</td>
<td>$10^{-9}/1275$</td>
<td>$15.96 \cdot 10^8$</td>
<td>608.85 MB</td>
<td>30.5 MB</td>
</tr>
<tr>
<td>100</td>
<td>2</td>
<td>5050</td>
<td>$10^{-9}/5050$</td>
<td>$63.21 \cdot 10^9$</td>
<td>2.41 GB</td>
<td>120.5 MB</td>
</tr>
<tr>
<td>200</td>
<td>2</td>
<td>20100</td>
<td>$10^{-9}/20100$</td>
<td>$25.16 \cdot 10^9$</td>
<td>9.6 GB</td>
<td>480 MB</td>
</tr>
</tbody>
</table>

discovered with probability at least $(1 - 2 \cdot \delta)$ by using the sketch based approach in order to determine all patterns that are at least $(\theta - \varepsilon', s \cdot (1 - \varepsilon'))$-discriminatory. Furthermore, the discriminatory power of such patterns will not be over- or under-estimated by an inaccuracy greater than $\varepsilon'$.

The process of determining whether a super-item $V$ is $(\theta, s)$ requires us to determine $f_i(V)$ and $g_i(V)$ only. The value of $f_i(V)$ may be determined in a straightforward way by using the sketch based technique of [34] in order to determine the estimated frequency of the item. We note that $f_i(V)$ can be determined quite accurately since we are only considering those patterns that have a minimum support. The value of $g_i(V)$ may be determined by adding up the sketch tables for all the other different classes, and then using the same technique.

What are the space requirements of the approach for classifying large data streams under a variety of practical parameter settings? Consider the case where we have a 10-dimensional massive domain data set that has at least $10^7$ values over each attribute. Then, the number of possible 2-dimensional and 3-dimensional value combinations are $10^{14} \cdot 10 \cdot (10 - 1)/2$ and $10^{21} \cdot 10 \cdot (10 - 1) \cdot (10 - 2)/6$, respectively. We note that even the former requirement translates to an order of magnitude of about 4500 tera-bytes. Clearly, the intermediate-space requirements for aggregation-based computations of many standard classifiers are beyond most modern computers. On the other hand, for the sketch-based technique, the requirements continue to be quite modest. For example, let us consider the case where we use the sketch-based approach with $\varepsilon' = 0.01$ and $\delta = 0.01$. Also, let us assume that we wish to have the ability to perform discriminatory classification on patterns with specificity at least $s = 0.01$. We have illustrated the storage requirements for data sets of different dimensionalities in Table 9.1. While the table is constructed for the case of $\varepsilon' = 0.01$, the storage numbers in the last column of the table are illustrated for the case of $\varepsilon' = 0.2$. We will see later that the use of much large values of $\varepsilon'$ can provide effective and accurate results. It is clear that the storage requirements are quite modest, and can be held in main memory in most cases. For the case of stringent accuracy requirements of $\varepsilon' = 0.01$, the high dimensional data sets may require a modest amount of disk storage in order to capture the sketch table. However, a practical choice of $\varepsilon = 0.2$ always results in a table that can be stored in main memory. These results are especially useful in light of the fact that even data sets of small dimensionalities cannot be effectively processed with the use of traditional methods.

The sketch table may be leveraged to perform the classification for a given test instance $\mathbf{T}$. The first step is to extract all the $L$ patterns in the test instance with dimensionality less than $r$. Then, we determine those patterns that are $(\theta, s)$-discriminatory with respect to at least one class. The process of finding $(\theta, s)$-discriminatory patterns has already been discussed in the last section. We use a voting scheme in order to determine the final class label. Each pattern that is $(\theta, s)$-discriminatory constitutes a vote for that class. The class with the highest number of votes is reported as the relevant class label. The overall procedure is reported in Figure 9.2.
Algorithm SketchClassify(Test Data Point: $Y$, 
NumClasses: $k$, MaxDim: $r$)
begin
  Determine all $L$ value-combinations specific 
to test instance;
  Use sketch-based approach to determine which 
value-combinations are $(\theta, s)$-discriminatory;
  Add 1 vote to each class for which a pattern is 
$(\theta, s)$-discriminatory;
  Report class with largest number of votes;
end

FIGURE 9.2: Classification (testing phase).

9.5 Other Data Domains

The problem of stream classification is also relevant to other data domains such as text and graphs. In this section, a number of algorithms for these data domains will be studied in detail.

9.5.1 Text Streams

The problem of classification of data streams has been widely studied by the data mining community in the context of different kinds of data [1, 14, 87, 91]. Many of the methods for classifying numerical data can be easily extended to the case of text data, just as the numerical clustering method in [11] has been extended to a text clustering method in [13]. In particular, the classification method of [14] can be extended to the text domain, by adapting the concept of numerical micro-clusters to condensed droplets as discussed in [13]. With the use of the condensed droplet data structure, it is possible to extend all the methods discussed in [14] to the text stream scenario. Similarly, the core idea in [87] uses an ensemble-based approach on chunks of the data stream. This broad approach is essentially a meta-algorithm that is not too dependent upon the specifics of the underlying data format. Therefore, the broad method can also be easily extended to the case of text streams.

The problem of text stream classification arises in the context of a number of different IR tasks. The most important of these is news filtering [55], in which it is desirable to automatically assign incoming documents to pre-defined categories. A second application is that of email spam filtering [17], in which it is desirable to determine whether incoming email messages are spam or not. As discussed earlier, the problem of text stream classification can arise in two different contexts, depending upon whether the training or the test data arrives in the form of a stream:

- In the first case, the training data may be available for batch learning, but the test data may arrive in the form of a stream.
- In the second case, both the training and the test data may arrive in the form of a stream. The patterns in the training data may continuously change over time, as a result of which the models need to be updated dynamically.

The first scenario is usually easy to handle, because most classifier models are compact and classify individual test instances efficiently. On the other hand, in the second scenario, the training model needs to be constantly updated in order to account for changes in the patterns of the underlying training data. The easiest approach to such a problem is to incorporate temporal decay.
factors into model construction algorithms, so as to age out the old data. This ensures that the new (and more timely) data is weighted more significantly in the classification model. An interesting technique along this direction has been proposed in [77], in which a temporal weighting factor is introduced in order to modify the classification algorithms. Specifically, the approach has been applied to the Naive Bayes, Rocchio, and \( k \)-nearest neighbor classification algorithms. It has been shown that the incorporation of temporal weighting factors is useful in improving the classification accuracy, when the underlying data is evolving over time.

A number of methods have also been designed specifically for the case of text streams. In particular, the method discussed in [39] studies methods for classifying text streams in which the classification model may evolve over time. This problem has been studied extensively in the literature in the context of multi-dimensional data streams [14, 87]. For example, in a spam filtering application, a user may generally delete the spam emails for a particular topic, such as those corresponding to political advertisements. However, in a particular period such as the presidential elections, the user may be interested in the emails for that topic, and so it may not be appropriate to continue to classify that email as spam.

The work in [39] looks at the particular problem of classification in the context of user-interests. In this problem, the label of a document is considered either interesting or non-interesting. In order to achieve this goal, the work in [39] maintains the interesting and non-interesting topics in a text stream together with the evolution of the theme of the interesting topics. A document collection is classified into multiple topics, each of which is labeled either interesting or non-interesting at a given point. A concept refers to the main theme of interesting topics. A concept drift refers to the fact that the main theme of the interesting topic has changed.

The main goals of the work are to maximize the accuracy of classification and minimize the cost of re-classification. In order to achieve this goal, the method in [39] designs methods for detecting both concept drift as well as model adaptation. The former refers to the change in the theme of user-interests, whereas the latter refers to the detection of brand new concepts. In order to detect concept drifts, the method in [39] measures the classification error-rates in the data stream in terms of true and false positives. When the stream evolves, these error rates will increase, if the change in the concepts are not detection. In order to determine the change in concepts, techniques from statistical quality control are used, in which we determine the mean \( \mu \) and standard deviation \( \sigma \) of the error rates, and determine whether this error rate remains within a particular tolerance, which is \( [\mu - k \cdot \sigma, \mu + k \cdot \sigma] \). Here the tolerance is regulated by the parameter \( k \). When the error rate changes, we determine when the concepts should be dropped or included. In addition, the drift rate is measured in order to determine the rate at which the concepts should be changed for classification purposes. In addition, methods for dynamic construction and removal of sketches are discussed in [39].

Another related work is that of one-class classification of text streams [93], in which only training data for the positive class is available, but there is no training data available for the negative class. This is quite common in many real applications in which it is easy to find representative documents for a particular topic, but it is hard to find the representative documents in order to model the background collection. The method works by designing an ensemble of classifiers in which some of the classifiers corresponds to a recent model, whereas others correspond to a long-term model. This is done in order to incorporate the fact that the classification should be performed with a combination of short-term and long-term trends. Another method for positive-unlabeled stream classification is discussed in [62].

A rule-based technique, which can learn classifiers incrementally from data streams, is the sleeping-experts systems [29, 33]. One characteristic of this rule-based system is that it uses the position of the words in generating the classification rules. Typically, the rules correspond to sets of words that are placed close together in a given text document. These sets of words are related to a class label. For a given test document, it is determined whether these sets of words occur in the document, and are used for classification. This system essentially learns a set of rules (or sleeping experts), which can be updated incrementally by the system. While the technique was proposed
prior to the advent of data stream technology, its online nature ensures that it can be effectively used for the stream scenario.

One of the classes of methods that can be easily adapted to stream classification is the broad category of neural networks [79, 89]. This is because neural networks are essentially designed as a classification model with a network of perceptrons and corresponding weights associated with the term-class pairs. Such an incremental update process can be naturally adapted to the streaming context. These weights are incrementally learned as new examples arrive. The first neural network methods for online learning were proposed in [79, 89]. In these methods, the classifier starts off by setting all the weights in the neural network to the same value. The incoming training example is classified with the neural network. In the event that the result of the classification process is correct, then the weights are not modified. On the other hand, if the classification is incorrect, then the weights for the terms are either increased or decreased depending upon which class the training example belongs to. Specifically, if the class to which the training example belongs is a positive instance, the weights of the corresponding terms (in the training document) are increased by \( \alpha \). Otherwise, the weights of these terms are reduced by \( \alpha \). The value of \( \alpha \) is also known as the learning rate. Many other variations are possible in terms of how the weights may be modified. For example, the method in [25] uses a multiplicative update rule, in which two multiplicative constants \( \alpha_1 > 1 \) and \( \alpha_2 < 1 \) are used for the classification process. The weights are multiplied by \( \alpha_1 \), when the example belongs to the positive class, and is multiplied by \( \alpha_2 \) otherwise. Another variation [56] also allows the modification of weights, when the classification process is correct. A number of other online neural network methods for text classification (together with background on the topic) may be found in [21, 28, 70, 75]. A Bayesian method for classification of text streams is discussed in [22]. The method in [22] constructs a Bayesian model of the text, which can be used for online classification. The key components of this approach are the design of a Bayesian online perceptron and a Bayesian online Gaussian process, which can be used effectively for online learning.

9.5.2 Graph Streams

Recently, the emergence of Internet applications has lead to increasing interest in dynamic graph streaming applications [7, 8, 37]. Such network applications are defined on a massive underlying universe of nodes. Some examples are as follows:

- The communication pattern of users in a social network in a modest time window can be decomposed into a group of disconnected graphs, which are defined over a massive-domain of user nodes.

- The browsing pattern of a single user (constructed from a proxy log) is typically a small subgraph of the Web graph. The browsing pattern over all users can be interpreted as a continuous stream of such graphs.

- The intrusion traffic on a communication network is a stream of localized graphs on the massive IP-network.

The most challenging case is one in which the data is available only in the form of a stream of graphs (or edge streams with graph identifiers). Furthermore, it is assumed that the number of distinct edges is so large, that it is impossible to hold summary information about the underlying structures explicitly. For example, a graph with more than \( 10^7 \) nodes may contains as many as \( 10^{15} \) edges. Clearly, it may not be possible to store information about such a large number of edges explicitly. Thus, the complexity of the graph stream classification problem arises in two separate ways:

1. Since the graphs are available only in the form of a stream, this restrains the kinds of algorithms that can be used to mine structural information for future analysis. An additional
complication is caused by the fact the the edges for a particular graph may arrive out of order (i.e., not contiguously) in the data stream. Since re-processing is not possible in a data stream, such out-of-order edges create challenges for algorithms that extract structural characteristics from the graphs.

2. The massive size of the graph creates a challenge for effective extraction of information that is relevant to classification. For example, it is difficult to even store summary information about the large number of distinct edges in the data. In such cases, the determination of frequent discriminative subgraphs may be computationally and space-inefficient to the point of being impractical.

A discriminative subgraph mining approach was proposed in [9] for graph stream classification. We will define discriminative subgraphs both in terms of edge pattern co-occurrence and the class label distributions. The presence of such subgraphs in test instances can be used in order to infer their class labels. Such discriminative subgraphs are difficult to determine with enumeration-based algorithms because of the massive domain of the underlying data. A probabilistic algorithm was proposed for determining the discriminative patterns. The probabilistic algorithm uses a hash-based summarization approach to capture the discriminative behavior of the underlying massive graphs. This compressed representation can be leveraged for effective classification of test (graph) instances.

The graph is defined over the node set $N$. This node set is assumed to be drawn from a massive domain of identifiers. The individual graphs in the stream are denoted by $G_1 \ldots G_n \ldots$. Each graph $G_i$ is associated with the class label $C_i$, which is drawn from $\{1 \ldots m\}$. It is assumed that the data is sparse. The sparsity property implies that even though the node and edge domain may be very large, the number of edges in the individual graphs may be relatively modest. This is generally true over a wide variety of real applications such as those discussed in the introduction section. In the streaming case, the edges of each graph $G_i$ may not be neatly received at a given moment in time. Rather, the edges of different graphs may appear out of order in the data stream. This means that the edges for a given graph may not appear contiguously in the stream. This is definitely the case for many applications such as social networks and communication networks in which one cannot control the ordering of messages and communications across different edges. This is a particularly difficult case. It is assumed that the edges are received in the form $<\text{GraphId}><\text{Edge}><\text{ClassLabel}>$. Note that the class label is the same across all edges for a particular graph identifier. For notational convenience, we can assume that the class label is appended to the graph identifier, and therefore we can assume (without loss of generality or class information) that the incoming stream is of the form $<\text{GraphId}><\text{Edge}>$. The value of the variable $<\text{Edge}>$ is defined by its two constituent nodes.

A rule-based approach was designed in [9], which associates discriminative subgraphs to specific class labels. Therefore, a way of quantifying the significance of a particular subset of edges $P$ for the purposes of classification is needed. Ideally, one would like the subgraph $P$ to have significant statistical presence in terms of the relative frequency of its constituent edges. At the same time, one would like $P$ to be discriminative in terms of the class distribution.

The first criterion retains subgraphs with high relative frequency of presence, whereas the second criterion retains only subgraphs with high discriminative behavior. It is important to design effective techniques for determining patterns that satisfy both of these characteristics. First, the concept of a significant subgraph in the data will be defined. A significant subgraph $P$ is defined as a subgraph (set of edges), for which the edges are correlated with one another in terms of absolute presence. This is also referred to as edge coherence. This concept is formally defined as follows:

**Definition 9.5.1** Let $f_\cap(P)$ be the fraction of graphs in $G_1 \ldots G_n$ in which all edges of $P$ are present. Let $f_\cup(P)$ be the fraction of graphs in which at least one or more of the edges of $P$ are present. Then, the edge coherence $C(P)$ of the subgraph $P$ is denoted by $f_\cap(P)/f_\cup(P)$. 
We note that the above definition of edge coherence is focused on relative presence of subgraph patterns rather than the absolute presence. This ensures that only significant patterns are found. Therefore, large numbers of irrelevant patterns with high frequency but low significance are not considered. While the coherence definition is more effective, it is computationally quite challenging because of the size of the search space that may need to be explored. The randomized scheme discussed here is specifically designed in order to handle this challenge.

Next, the class discrimination power of the different subgraphs is defined. For this purpose, the class confidence of the edge set \( P \) with respect to the class label \( r \in \{1 \ldots m\} \) is defined as follows.

**Definition 9.5.2** Among all graphs containing subgraph \( P \), let \( s(P, r) \) be the fraction belonging to class label \( r \). We denote this fraction as the confidence of the pattern \( P \) with respect to the class \( r \).

Correspondingly, the concept of the dominant class confidence for a particular subgraph is defined.

**Definition 9.5.3** The dominant class confidence \( DI(P) \) of subgraph \( P \) is defined as the maximum class confidence across all the different classes \( \{1 \ldots m\} \).

A significantly large value of \( DI(P) \) for a particular test instance indicates that the pattern \( P \) is very relevant to classification, and the corresponding dominant class label may be an attractive candidate for the test instance label.

In general, one would like to determine patterns that are interesting in terms of absolute presence, and are also discriminative for a particular class. Therefore, the parameter-pair \( (\alpha, \theta) \) is defined, which corresponds to threshold parameters on the edge coherence and class interest ratio.

**Definition 9.5.4** A subgraph \( P \) is said to be \( (\alpha, \theta) \)-significant, if it satisfies the following two edge-coherence and class discrimination constraints:

(a) **Edge Coherence Constraint:** The edge-coherence \( C(P) \) of subgraph \( P \) is at least \( \alpha \). In other words, it is the case that \( C(P) \geq \alpha \).

(b) **Class Discrimination Constraint:** The dominant class confidence \( DI(P) \) is at least \( \theta \). In other words, it is the case that \( DI(P) \geq \theta \).

The above constraints are quite challenging because of the size of the search space that needs to be explored in order to determine relevant patterns. This approach is used, because it is well suited to massive graphs in which it is important to prune out as many irrelevant patterns as possible. The edge coherence constraint is designed to prune out many patterns that are abundantly present, but are not very significant from a relative perspective. This helps in more effective classification.

A probabilistic min-hash approach is used for determining discriminative subgraphs. The min-hash technique is an elegant probabilistic method, which has been used for the problem of finding interesting 2-itemsets [32]. This technique cannot be easily adapted to the graph classification problem, because of the large number of distinct edges in the graph. Therefore, a 2-dimensional compression technique was used, in which a min-hash function will be used in combination with a more straightforward randomized hashing technique. We will see that this combination approach is extremely effective for graph stream classification.

The aim of constructing this synopsis is to be able to design a continuously updatable data structure, which can determine the most relevant discriminative subgraphs for classification. Since the size of the synopsis is small, it can be maintained in main memory and be used at any point during the arrival of the data stream. The ability to continuously update an in-memory data structure is a natural and efficient design for the stream scenario. At the same time, this structural synopsis maintains sufficient information, which is necessary for classification purposes.

For ease in further discussion, a tabular binary representation of the graph data set with \( N \) rows and \( n \) columns will be utilized. This table is only conceptually used for description purposes, but it is not explicitly maintained in the algorithms or synopsis construction process. The \( N \) rows correspond
to the $N$ different graphs present in the data. While columns represent the different edges in the data, this is not a one-to-one mapping. This is because the number of possible edges is so large that it is necessary to use a uniform random hash function in order to map the edges onto the $n$ columns. The choice of $n$ depends upon the space available to hold the synopsis effectively, and affects the quality of the final results obtained. Since many edges are mapped onto the same column by the hash function, the support counts of subgraph patterns are over-estimated with this approach. Since the edge-coherence $C(P)$ is represented as a ratio of supports, the edge coherence may either be over- or under-estimated. The details of this approach are discussed in [9]. A number of other models and algorithms for graph stream classification have recently been proposed [45, 57, 72]. The work in [57] uses discriminative hash kernels for graph stream classification. A method that uses a combination of hashing and factorization is proposed in [45]. Finally, the work in [72] addresses the problem of graph stream classification in the presence of imbalanced distributions and noise.

Social streams can be viewed as graph streams that contain a combination of text and structural information. An example is the Twitter stream, which contains both structural information (in the form of sender-recipient information), and text in the form of the actual tweet. The problem of event detection is closely related to that of classification. The main difference is that event labels are associated with time-instants rather than individual records. A method for performing supervised event detection in social streams is discussed in [15]. The work in [15] also discusses unsupervised methods for event detection.

### 9.5.3 Uncertain Data Streams

Probabilistic data has become increasingly popular because of the presence of numerous scenarios in which the data is recorded probabilistically. In such cases, the information about the probabilistic distribution of the data can be used in order to make better predictions. The work in [2] creates a density transform that can be used in order to create a kernel density estimate of the data. The kernel density estimate can be computed more accurately by using the information about the uncertainty behavior of the data. The work in [2] uses a relatively simple estimate of the uncertainty in terms of the standard deviation. It has been shown in [2] that the approach can be extended to real-time classification of data streams by using a micro-clustering approach. The micro-clusters can be maintained in real time, and the corresponding density estimates can be also be computed in real time. These can be used in order to create rules that are specific to the test instance in lazy fashion and perform the classification. The decision tree method has also been extended to the case of uncertain data streams [59].

### 9.6 Conclusions and Summary

This chapter provides a survey of data stream classification algorithms. We present the different types of methods for stream classification, which include the extension of decision trees, rule-based classifiers, nearest neighbor methods, and Bayes methods. In addition, ensemble methods were discussed for classification. A number of different scenarios were also discussed in this chapter, such as rare class methods and categorical data. The massive domain scenario is particularly challenging, because of the large number of distinct attribute values, that need to be considered. Different data domains such as text and graph data were also studied in the chapter. Domains such as graph data are likely to be especially important in the near future, because of the increasing importance of social streams and social networks in which such data sets arise. The related topic of big data classification is discussed in the next chapter.
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10.1 Introduction

We are in the age of ‘big data.’ Big Data has the potential to revolutionize many scientific disciplines, ranging from astronomy, biology, and education, to economics, social science, etc [16]. From an algorithmic point of view, the main challenges that ‘big data’ brings to classification can be summarized by three characteristics, that are often referred to as the “three Vs,” namely volume, variety, and velocity. The first characteristic is volume, which corresponds to the fact that the data is being generated at unprecedented scale. For example, it is estimated that [16] there were more than 13 exabytes of new data stored by enterprises and users in 2010. The second characteristic is variety, according to which, real data is often heterogeneous, comprised of multiple different types and/or coming from different sources. The third characteristic is that the data is not only large and complex, but also generated at a very high rate.

These new characteristics of big data have brought new challenges and opportunities for classification algorithms. For example, to address the challenge of velocity, on-line streaming classification algorithms have been proposed (please refer to the previous chapter for details); in order to address the challenge of variety, the so-called heterogeneous machine learning has been emerging, including multi-view classification for data heterogeneity, transfer learning and multi-task classification for classification task heterogeneity, multi-instance learning for instance heterogeneity, and
classification with crowd-sourcing for oracle heterogeneity; in order to address the challenge of volume, many efforts have been devoted to scaling up classification algorithms.

In this chapter, we will summarize some recent efforts in classification algorithms to address the scalability issue in response to the volume challenge in big data. For discussion on the streaming scenario, we refer to the previous chapter. We will start by introducing how to scale up classification algorithms on a single machine. Then we will introduce how to further scale up classification algorithms by parallelism.

10.2 Scale-Up on a Single Machine

In this section, we introduce some representative work on how to speed up classification algorithms on a single machine. While some methods such as associative classifiers and nearest neighbors can be scaled up with better choice of subroutines, this is not the case for other methods such as decision trees and support vector machines. Some of the earliest scalable methods for decision trees include SLIQ [22], RainForest [11], and BOAT [10]. Recently, decision trees have also been scaled up to data streams, along with other ensemble-based methods [6, 14, 15, 28]. Some of these methods are discussed in Chapter 4 on decision trees and Chapter 9 on data streams, and will not be addressed in this chapter. The focus in this chapter will be on support vector machines. We start with SVMs and then generalize our discussion to other classification algorithms that fit in the so-called regularized risk minimization framework.

10.2.1 Background

Given a training set $(x_i, y_i)(i = 1, ..., n)$, where $x$ is a $d$-dimensional feature vector and $y_i = \pm 1$ is the class label, linear support vector machines (SVM) aim to find a classifier in the form of $h_w(x) = \text{sign}(w^T x + b)$, where $w$ and $b$ are the parameters.

By introducing a dummy feature of constant value 1, we ignore the parameter $b$. Then, the parameter $w$ can be learnt from the training set by solving the following optimization problem:

$$
\min_{w, \xi} \frac{1}{2} w^T w + \frac{C}{n} \sum_{i=1}^{n} \xi_i \\
\text{s.t. } \forall i \in \{1, ..., n\}: y_i (w^T x_i) \geq 1 - \xi_i.
$$

Traditionally, this optimization problem can be solved in its dual form, which can be solved in turn by quadratic programming, e.g., SMO [23], LIBSVM [3], SVMLight [18], etc. All of these methods scale linearly with respect to the dimensionality $d$ of the feature vector. However, they usually require a super-linear time in the number of training examples $n$. On the other hand, many algorithms have been proposed to speed up the training process of SVMs in the past decade to achieve linear scalability with respect to the number of the training examples $n$, such as the interior-point based approach [7], the proximal-based method [9], the newton-based approach [21], etc. However, all these methods still scale quadratically with the dimensionality $d$ of the feature space.

10.2.2 SVMPerf

For many big data applications, it is often the case that we have a large number of training examples $n$ and a high dimensional feature space $d$. For example, for the text classification problem,
we could have millions of training examples and hundreds of thousands of features. For such applications, it is highly desirable to have a classification algorithm that scales well with respect to both $n$ and $d$.

To this end, SVMPerf was proposed in [20], whose time complexity is $O(ns)$, where $s$ is the average non-zero feature values per training example. Note that such a time-complexity is very attractive for many real applications where the features are sparse (small $s$) even though its dimensionality $d$ is high.

The key idea of SVMPerf is to re-formulate the original SVM in Equation (10.1) as the following structural SVM:

$$
\min_{\mathbf{w}, \xi} \frac{1}{2} \mathbf{w}^T \mathbf{w} + C \xi \\
\text{s.t. } \forall \mathbf{c} \in \{0, 1\}^n : \frac{1}{n} \mathbf{w}^T \sum_{i=1}^n (\mathbf{c}_i y_i \mathbf{x}_i) \geq \frac{1}{n} \sum_{i=1}^n \mathbf{c}_i - \xi.
$$

(10.2)

Compared with the original formulation in Equation (10.1), the above formulation has a much simpler objective function, where we only have a single slack variable $\xi$. On the other hand, there are $2^n$ constraints in the structural SVM, each of which corresponds to the sum of a subset of the constraints in the original formulation and such a subset is specified by the vector $\mathbf{c} = (c_1, ..., c_n) \in \{0, 1\}^n$. Thus, the reduction in the number of slack variables is achieved at the expense of having many more constraints. So how is this better?

Despite the fact that we have an exponential number of constraints in Equation (10.2), it turns out we can resort to the cutting-plane algorithm to efficiently solve it. The basic idea is as follows. Instead of working on the entire $2^n$ constraints directly, we keep an active current work set of constraints $\mathcal{W}$. The algorithm starts with an empty set of constraint set $\mathcal{W}$, and then iteratively (1) solves Equation (10.2) by considering the constraints that are only in the current set $\mathcal{W}$; and (2) expands the current working set $\mathcal{W}$ of constraints, based on the current classifier, until a pre-defined precision is reached.

The key component in this algorithm is the approach for expanding the current working set $\mathcal{W}$. The work in [20] suggests using the constraint in Equation (10.2) that requires the biggest $\xi$ to make it feasible. To be specific, if $\mathbf{w}$ is the currently learnt weighted vector, we define $\mathbf{c}$ as $c_i = 1$ if $y_i (\mathbf{w}^T \mathbf{x}_i) < 1$; and $c_i = 0$ otherwise. Then, we will add this constraint $\mathbf{c}$ in the current work set $\mathcal{W}$.

Note that the above algorithm is designed for discrete binary classification. The work in [20] further generalizes it to the ordinal regression for the task of ranking (as opposed to binary classification), where $y_i \in \{1, ..., R\}$ indicates an ordinal scale. The algorithm for this case has the complexity of $O(sn \log(n))$.

In SVMPerf, there is a parameter $\epsilon$ that controls the accuracy in the iterative process. The overall time complexity is also related to this parameter. To be specific, the number of required iterations in SVMPerf is $O(\frac{n}{\epsilon^2})$. This yields an overall complexity of $O(\frac{n\epsilon}{\epsilon^2})$.

### 10.2.3 Pegasos

Note that we still have a linear term with respect to the number of training examples $O(n)$ in SVMPerf. For the applications from big data, this term is often on the order of millions or even billions. In order to further speed up the training process, Pegasos was proposed in [25] based on a stochastic sub-gradient descent method.

Unlike SVMPerf and many other methods, which formulate SVM as a constrained optimization problem, Pegasos relies on the the following unconstrained optimization formulation of SVM:

$$
\min_{\mathbf{w}} \frac{\lambda}{2} \mathbf{w}^T \mathbf{w} + \frac{1}{n} \sum_{i=1}^n l(\mathbf{w}, (\mathbf{x}_i, y_i))
$$

where $l(\mathbf{w}, (\mathbf{x}_i, y_i)) = \max\{0, 1 - y_i \mathbf{w}^T \mathbf{x}_i\}$.

(10.3)
Basic Pegasos. Pegasos is an on-line algorithm. In other words, in each iteration, it aims to update the weight vector $w$ by using only one randomly sampled example $x_i$ through the following approximate objective function:

$$f(w; i_t) = \frac{\lambda}{2} w^T w + l(w, (x_i, y_i))$$

(10.4)

where $t = 1, 2, ...$ is the iteration number and $(i_t \in \{1, ..., n\})$ is the index of the training example that is sampled in the $t$th iteration.

Note that $f(w; i_t)$ has one non-differential point. Therefore, we use its sub-gradient instead to update the weight vector $w$ as

$$w_{t+1} = w_t - \eta_t \nabla f(w; x_i, y_i).$$

(10.5)

In the above update process, $\nabla f$ is the sub-gradient of $f(w; i_t)$ in the $t$th iteration: $\nabla f(w, x) = \lambda w - 1[y, w^T x < 1]y x$, where $1[.]$ is the indicator function. In Equation (10.5), the learning rate $\eta_t$ is set as $\eta_t = \frac{1}{t}$. Finally, the training pair $(x_i, y_i)$ is chosen uniformly at random.

The authors in [25] also introduced an optional projection step to limit the admissible solution of $w$ to a ball of radius $\frac{1}{\sqrt{2}}$. In other words, after updating $w$ using Equation (10.5), we further update it as follows:

$$w_{t+1} \leftarrow \min\{1, \frac{1}{\|w_{t+1}\|} \} w_{t+1}.$$

It turns out that the time complexity of the above algorithm is $O(s/(\lambda e))$. Compared with the complexity of SVMPerf, we can see that it is independent of the number of training examples $n$. This makes it especially suitable for large training data set sizes.

Mini-Batch Pegasos. The authors in [25] also propose several variants of the above basic version of the Pegasos algorithm. The first variant is the so-called Mini-Batch update, where in each iteration, we use $k$ training examples (as opposed to a single example) in order to update the weight vector $w$:

$$f(w; i_t) = \frac{\lambda}{2} w^T w + \frac{1}{k} \sum_{i \in A_t} l(w, (x_i, y_i))$$

(10.6)

where $1 \leq k \leq n$ and $A_t \subset \{1, ..., n\}$, $\|A_t\| = k$. In this Mini-Batch mode, in order to update the weight vector $w_t$ at each iteration $t$, we first need to find out which of these $k$ selected examples violate the margin rule based on the current weight vector $w_t$: $A_t^+ = \{ i \in A_t : y_i w_i^T x_i < 1 \}$. Then, we will leverage these training examples in $A_t^+$ to update the weight vector $w$:

$$w_{t+1} \leftarrow (1 - \frac{1}{t}) w_t + \frac{1}{\lambda k} \sum_{i \in A_t^+} y_i x_i.$$

Kernelized Pegasos. The second variant is the kernelized Pegasos, which can address cases where the decision boundary is nonlinear. This variant may be formulated as the following optimization problem:

$$\min_w \frac{\lambda}{2} w^T w + \frac{1}{n} \sum_{i=1}^n l(w, \phi(x_i, y_i))$$

where $l(w, \phi(x_i, y_i)) = \max\{0, 1 - y_i \phi(x_i) \}$

(10.7)

where the mapping $\phi(.)$ is implicitly specified by the kernel operator $\mathcal{K}(x_1, x_2) = \phi(x_1)' \phi(x_2)$. The authors in [25] show that we can still solve the above optimization problem in its primal form using stochastic gradient descent, whose iteration number is still $O(\frac{s}{\lambda e})$. Nonetheless, in the kernelized case, we might need $\min(t, n)$ kernel evaluations in the $t$th evaluations. This makes the overall complexity $O(\frac{sn}{\lambda e})$. 


10.2.4 Bundle Methods

**Regularized Risk Minimization.** So far, we have focused on how to scale up the SVM classifier. The work in [26] generalizes the above ideas and provides a generic solution for the so-called regularized risk minimization problem, which includes many machine learning formulations (e.g., SVM, regression, Gaussian process, etc.) as its specialized cases.

In a regularized risk minimization problem, we aim to find a parameter \( w \) (e.g., the weight vector in SVM) from the training set by minimizing the following objective function:

\[
J(w) = R_{\text{emp}}(w) + \lambda \Omega(w)
\]

(10.8)

where the second term is the regularization term for the parameter \( w \), which is often chosen to be a smooth, convex function, e.g., \( \Omega(w) = \frac{1}{2} w^T w \) in the case of SVM and regression; and \( \lambda > 0 \) is the regularization weight. The first term \( R_{\text{emp}} \), which can often be written as the summation over all the training examples: \( R_{\text{emp}} = \frac{1}{n} \sum_{i=1}^{n} l(x_i,y_i,w) \), is the loss function over the \( i \)th training pair \( (x_i,y_i) \) (e.g., the hinge loss in SVM, etc.). The challenge of regularized risk minimization problems mostly comes from \( R_{\text{emp}} \) as (1) it involves all the training examples so that the computation of this term is costly for large-scale problems; and (2) \( R_{\text{emp}} \) itself is often not smooth over the entire parameter space.

**Convex Bundle Methods.** To address these challenges, the basic idea of bundle method [26] is to iteratively approximate \( R_{\text{emp}} \) by the first-order Taylor expansion, and then update the parameter \( w \) by solving such an approximation. Note that \( R_{\text{emp}} \) itself may not be differential (i.e., not smooth). In this case, we will use the so-called sub-differential to do the Taylor expansion. We summarize its basic ideas below.

Recall that \( \mu \) is called subgradient of a convex, finite function \( F \) at a given point \( w \) if for any \( \tilde{w} \), we have \( F(\tilde{w}) \geq F(w) + \langle \tilde{w} - w, \mu \rangle \). The subdifferential is the set of all subgradients. Therefore, if we approximate \( R_{\text{emp}} \) by the first-order Taylor expansion at the current estimation of the parameter \( w \), using its subdifferential, each approximation by one of its subgradients provides a lower bound of \( R_{\text{emp}} \).

In the convex bundle method, the goal is to minimize the maximum of all such lower bounds (plus the regularization term) to update the parameter \( w \). The convergence analysis shows that this method converges in \( O(1/\epsilon) \) iterations for a general convex function. Its convergence rate can be further improved as \( O(\log(1/\epsilon)) \) if \( R_{\text{emp}} \) is continuously differential.

**Non-Convex Bundle Methods.** Note that in [26], we require that the function \( R_{\text{emp}} \) be convex. The reason is that if the function \( R_{\text{emp}} \) is convex, its Taylor approximation at the current estimation always provides a lower bound (i.e., under-estimator) of \( R_{\text{emp}} \). While empirical risk function \( R_{\text{emp}} \) for some classification problems (e.g., standard SVM, logistic regression, etc.) is indeed convex, this is not the case for some other more complicated classification problems, including the so-called transductive SVM (TSVM) [4, 19], ramp loss SVM [29], convolutional nets [17], etc.

A classic technique for such non-convex optimization problems is to use convex relaxation so that we can transfer the original non-convex function into a convex function. Nonetheless, it is not an easy task to find such a transformation. In [5], the authors generalize the standard bundle methods to handle such a non-convex function. The overall procedure is similar to that in [26] in the sense that we still repeatedly use the first-order Taylor expansion of the \( R_{\text{emp}} \) at the current estimation to approximate the true \( R_{\text{emp}} \). The difference is that we need to offset the Taylor approximation so that the approximation function is still an under-estimator of the true empirical loss function. Note that in the non-convex case, it is not clear if we can still have \( O(1/\epsilon) \) or a similar convergence rate.
10.3 Scale-Up by Parallelism

Another way to scale up large-scale classification problems is through parallelism. In this section, we first give some examples of how to speed up decision tree classifiers and how to solve the optimization problem of SVM in parallel, respectively; and then present some generic frameworks to parallel classification algorithms (or machine learning algorithms in general) using multi-core and/or MapReduce types of computational infrastructures.

10.3.1 Parallel Decision Trees

A widely used classifier is decision trees. For large scale data, the computational challenges mainly lie in the training stage. In this subsection, we review two representative works of parallel decision trees. Some discussions on scalable methods may be found in Chapter 4 on decision trees and streaming data. Here, a discussion of parallel methods is provided.

**SPRINT.** In order to speed up the decision trees training, we need to answer two key questions, including (Q1) how to find split points to generate tree nodes; and (Q2) given a split point, how to partition the data set. SRPINT [24], which stands for Scalable Parallelizable Induction of decision Trees, addresses these two challenges mainly through two important data structures.

The first data structure is **attribute lists**. Each attribute list contains an attribute value, a class label, and the index of the data record, where these attribute values are from. The initial list is sorted according to the attribute value and sits at the root of the decision tree. As the tree grows, the attribute list is split accordingly and passed down to the corresponding children nodes in the decision tree. Here, the important point to notice is that the partition on each attribute list keeps its ordering. In other words, we do not need to re-sort the attribute list after partition. The second important data structure is **histogram**. For categorical attribute, it is called count matrix, which consists of the class distribution for each attribute value. On the other hand, if the attribute is continuous, for each tree node that is about to split, we would need two histograms, i.e., each of them for the class distribution associated with the attribute value below and above the splitting point, respectively.

Compared with its earlier version, e.g., SLIQ [22], a unique feature of SPRINT is that it removes the constraint that the algorithm needs to keep all or a subset of the input data set in the main memory. Like SLIQ, SPRINT only requires one-time sorting for the attribute list. On the other hand, the memory requirement of SPRINT (i.e., mainly for the histograms) is independent of the input data size. The data structure in SPRINT is specially designed to remove the dependence among data points, which makes it easily parallelized on the shared-nothing multiprocessor infrastructure. The experimental evaluations in [24] show that SPRINT has comparable performance as SLIQ when the class list can be fit in the main memory. On the other hand, it achieves a much better performance in terms of sizeup, scaleup, and speedup simultaneously, even when no other parallel decision tree algorithms (by the time SPRINT was proposed) can achieve a comparable performance.

**MReC4.5** is designed to scale up the C4.5 ensemble classifier with MapReduce infrastructure [30]. It works as follows. At the beginning of the algorithm (the partition stage), the master generates **bootstrap** partition of the input data set; then (the base-classifier building stage), each mapper builds a C4.5 decision tree based on a bootstrap sampling, respectively; finally (ensemble stage), the reducer is responsible for merging all the base-classifiers from the mapper stage using the bagging ensemble algorithm. Overall, MReC4.5 provides an interesting example of leveraging the strength of MapReduce infrastructure to scale up classification algorithms that use bagging-type ensembles.
10.3.2 Parallel SVMs

Unlike in the previous section, Parallel SVM is usually solved in its dual form, which is a standard quadratic program problem.

\[
\min \ D(\alpha) = \frac{1}{2} \alpha' Q \alpha - \alpha' 1 \\
\text{s.t. } 0 \leq \alpha \leq C, y' \alpha = 0
\]  

(10.9)

where \( Q(i, j) = K(x_i, x_j) \) and \( \alpha \in \mathbb{R}^n \). The final classifier is defined by \( y = \text{sign}(\sum_{i=1}^n y_i \alpha_i K(x, x_i + b)) \).

**Bayesian Committee Machine.** In [27], the authors proposed first partitioning the training set into a few subsets, and then training a separate SVM on each subset independently. In the test stage, the final prediction is a specific combination of the prediction from each SVM.

Here, the key is in the method for combining these prediction results. In Bayesian Committee Machine, the authors suggested a combination scheme that is based on the variance of the test data from each individual SVM.

**Cascade SVM.** In [13], the authors propose the following procedure to solve the QP in (10.9). Its basic idea is to ‘chunk’ and to eliminate the non-support vectors as early as possible. To be specific, we first partition the entire training set into small chunks, and then train a separate SVM for each chunk (layer 1); the output of each chunk is a (hopefully) small number of support vectors. These support vectors are treated as the new training set. We repeat the above process — partition the support vectors from layer 1 into chunks, train a separate SVM for each chunk, and output the new support vectors from each chunk. This process will be repeated again until we only have one single chunk. The output (i.e., the support vectors) from that chunk will be fed back to layer 1 to test the global convergence.

It can be seen that with this approach, each layer except the first layer will only operate on a small number of training examples (i.e., the support vectors from the previous layers); and for each chunk at a given layer, we can train an SVM by solving its corresponding QP independently and thus it can be parallelized easily.

**Parallel IPM-SVM.** On a single machine, one of the most powerful methods to solve the QP in Equation (10.9) is the so-called prime-dual Interior-Point Method (IPM) [8]. Please refer to [1] for the details of using IPM to solve the QP problem in SVM. The key and most expensive step in IPM involves the multiplication between a matrix inverse \( \Sigma \) and a vector \( q \): \( \Sigma^{-1} q \), where \( \Sigma = Q + D \) and \( D \) is some diagonal matrix. It is very expensive \( (O(n^3)) \) to compute \( \Sigma^{-1} q \).

However, if we can approximate \( Q \) by its low-rank approximation, we can largely speed up this step. To be specific, if \( Q = H'H \), where \( H \) is a rank-\( k \) matrix (e.g., by the incomplete Cholesky decomposition), by the Sharman-Morrison-Woodbury theorem, we have

\[
\Sigma^{-1} q = (D + H'H)^{-1} q \\
= D^{-1} q - D^{-1} H (I + H'D^{-1}H)^{-1} H'D^{-1} q
\]

(10.10)

In other words, instead of computing the inverse of an \( n \times n \) matrix, we only need to compute the inverse of a \( k \times k \) matrix. In [1], the authors further propose to parallel this step as well as factorizing the original \( Q \) matrix by the incomplete Cholesky decomposition.

10.3.3 MRM-ML

A recent, remarkable work to parallel classification algorithms (machine learning algorithms in general) was done in [2]. Unlike most of the previous work, which aims to speed up a single machine learning algorithm, in that work, the authors identified a family of machine learning algorithms that can be easily sped up in the parallel computation setting. Specially, they showed that
any algorithm that fit in the so-called statistical query model can be parallelized easily under the multi-core MapReduce environment.

The key is that such an algorithm can be re-formulated in some “summation form.” The classification algorithms that fall in this category include linear regression, locally weighted linear regression, logistic regression, naïve Bayes, SVM with the quadratic loss, etc. For all these algorithms (and many more un-supervised learning algorithms), they achieve a linear speedup with respect to the number of processors in the cluster.

Let us use linear regression to explain its basic ideas. In linear regression, we look for a parameter vector \( \theta \) by minimizing \( \sum_{i=1}^{n}(\theta^t x_i - y_i)^2 \). If we stack all the feature vectors \( x_i(i = 1, \ldots, n) \) into an \( n \times d \) matrix \( X \), and all the labels \( y_i(i = 1, \ldots, n) \) into an \( n \times 1 \) vector \( y \), in the simplest case (i.e., without any regularization terms), we can solve \( \theta \) as \( \theta = (X^t X)^{-1}X^t y \). In the case we have a large number of training examples, the main computational bottleneck is to compute \( A = X^t X \) and \( b = X^t y \). Each of these two terms can be re-written in the “summation” form as follows: \( A = \sum_{i=1}^{n}(x_i x_i^t) \) and \( b = \sum_{i=1}^{n}(x_i y_i) \). Note that the summation is taken over different training examples. Therefore, the computation can be divided into equal size partitions of the data, each of which can be done by a mapper job, and the final summation can be done by a reducer.

Another example that fits in this family is logistic regression. Recall that in logistic regression, the classifier is in the form of \( h_\theta(x) = g(\theta^t x) = \frac{1}{1+\exp(-\theta^t x)} \). Here, the weight vector \( \theta \) can be learnt in a couple of different ways, one of which is by the Newton-Raphson approach as follows: after some initialization, we will iteratively update the weighted vector \( \theta \) by: \( \theta \leftarrow \theta - H^{-1} \nabla \theta \). For a large training data set, the computational bottleneck is to compute the Hessian matrix \( H \) and the gradient \( \nabla \theta \). Like in the linear regression case, both terms can be re-written as the “summation” forms at each Newton-Raphson step \( t \): the Hessian matrix \( H(i,j) := H(i,j) + h_\theta(x^{(t)}) h_\theta(x^{(t)})^t - 1)x_i^{(t)} x_j^{(t)} \); and the gradient \( \nabla \theta = \sum_{i=1}^{n}(y_i - h_\theta(x^{(t)})) x_i^{(t)} \). Therefore, if we divide the training data into equal size partitions, both terms can be parallelized: each mapper will do the summation over the corresponding partition and the final summation can be done by a reducer.

10.3.4 SystemML

MRM-ML answers the question of what kind of classification (or machine learning in general) algorithms can be parallelized in a MapReduce environment. However, it is still costly and even prohibitive to implement a large class of machine learning algorithms as low-level MapReduce jobs. To be specific, in MRM-ML, we still need to hand-code each individual MapReduce job for a given classification algorithm. What is more, in order to improve the performance, the programmer still needs to manually schedule the execution plan based on the size of the input data set as well as the size of the MapReduce cluster.

To address these issues, SystemML was proposed in [12]. The main advantage of SystemML is that it provides a high-level language called Declarative Machine Learning Language (DML). DML encodes two common and important building blocks shared by many machine learning algorithms, including linear algebra and iterative optimization. Thus, it frees the programmer from lower-level implementation details. By automatic program analysis, SystemML further breaks an input DML script into smaller so-called statement blocks. So, in this way, it also frees the users from manual scheduling of the execution plan.

Let us illustrate this functionality by the matrix-matrix multiplication — a common operation in many machine learning algorithms. To be specific, if we partition the two input matrices \( A \) and \( B \) in the block forms, the multiplication between them can be written in the form block as \( C_{i,j} = \sum_{k} A_{i,k} B_{k,j} \), where \( C_{i,j} \) is the corresponding block in the resulting matrix \( C \). In the parallel environment, we have different choices to implement such a block-based matrix multiplication. In the first strategy (referred to as “replication based matrix multiplication” in [12]), we only need one single map-reduce job, but some matrix (like \( A \)) might be replicated and sent to multiple reduc-
ers. In contrast, in the second strategy (referred to as “cross product based matrix multiplication” in [12]), each block of the two input matrices will only be sent to a single reducer, with the cost of an additional map-reduce job. Here, which strategy we should choose is highly dependent on the characteristic of the two input matrices. For example, if the number of rows in $A$ is much smaller than its columns (say $A$ is a topic-document matrix), the replication based strategy might be much more efficient than the cross-product based strategy. In another example, in many iterative matrix-based machine learning algorithms (e.g., NMF, etc), we might need the product between three input matrices $ABC$. Here, the ordering of such a matrix multiplication (e.g., $(AB)C$ vs. $A(BC)$) also depends on the characteristic (i.e., the size) of the input matrices.

SystemML covers a large family of machine learning algorithms including linear models, matrix factorization, principal component analysis, pagerank, etc. Its empirical evaluations show that it scales to very large data sets and its performance is comparable to those hand-coded implementations.

### 10.4 Conclusion

Given that (1) the data size keeps growing explosively and (2) the intrinsic complexity of a classification algorithm is often high, the scalability seems to be a ‘never-ending’ challenge in classification. In this chapter, we have briefly reviewed two basic techniques to speed up and scale up a classification algorithm. This includes (a) how to scale up classification algorithms on a single machine by carefully solving its associated optimization problem; and (b) how to further scale up classification algorithms by parallelism. A future trend of big data classification is to address the scalability in conjunction with other challenges of big data (e.g., variety, velocity, etc).
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11.1 Introduction

The problem of classification has been widely studied in the database, data mining, and information retrieval communities. The problem of classification is defined as follows. Given a set of records $\mathcal{D} = \{X_1, \ldots, X_N\}$ and a set of $k$ different discrete values indexed by $\{1 \ldots k\}$, each representing a category, the task is to assign one category (equivalently the corresponding index value) to each record $X_i$. The problem is usually solved by using a supervised learning approach where a set of training data records (i.e., records with known category labels) are used to construct a classification model, which relates the features in the underlying record to one of the class labels. For a given test instance for which the class is unknown, the training model is used to predict a class label for this instance. The problem may also be solved by using unsupervised approaches that do not require labeled training data, in which case keyword queries characterizing each class are often manually created, and bootstrapping may be used to heuristically obtain pseudo training data. Our review focuses on supervised learning approaches.

There are some variations of the basic problem formulation given above for text classification. In the hard version of the classification problem, a particular label is explicitly assigned to the instance, whereas in the soft version of the classification problem, a probability value is assigned to the test instance. Other variations of the classification problem allow ranking of different class choices for a test instance, or allow the assignment of multiple labels [60] to a test instance. The classification problem assumes categorical values for the labels, though it is also possible to use continuous values as labels. The latter is referred to as the regression modeling problem. The problem of text classification is closely related to that of classification of records with set-valued features [34]; however, this model assumes that only information about the presence or absence of words is used in a document. In reality, the frequency of words also plays a helpful role in the classification process, and the typical domain-size of text data (the entire lexicon size) is much greater than a typical set-valued classification problem.

A broad survey of a wide variety of classification methods may be found in [50,72], and a survey that is specific to the text domain may be found in [127]. A relative evaluation of different kinds of text classification methods may be found in [153]. A number of the techniques discussed in this chapter have also been converted into software and are publicly available through multiple toolkits such as the BOW toolkit [107], Mallot [110], WEKA,\(^1\) and LingPipe.\(^2\)

The problem of text classification finds applications in a wide variety of domains in text mining. Some examples of domains in which text classification is commonly used are as follows:

- **News Filtering and Organization**: Most of the news services today are electronic in nature in which a large volume of news articles are created every single day by the organizations. In such cases, it is difficult to organize the news articles manually. Therefore, automated methods can be very useful for news categorization in a variety of Web portals [90]. In the special case of binary categorization where the goal is to distinguish news articles interesting to a user from those that are not, the application is also referred to as text filtering.

- **Document Organization and Retrieval**: The above application is generally useful for many applications beyond news filtering and organization. A variety of supervised methods may be used for document organization in many domains. These include large digital libraries of doc-

\(^1\)http://www.cs.waikato.ac.nz/ml/weka/

\(^2\)http://alias-i.com/lingpipe/
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Documents, Web collections, scientific literature, or even social feeds. Hierarchically organized document collections can be particularly useful for browsing and retrieval [24].

- **Opinion Mining**: Customer reviews or opinions are often short text documents that can be mined to determine useful information from the review. Details on how classification can be used in order to perform opinion mining are discussed in [101]. A common classification task is to classify an opinionated text object (e.g., a product review) into positive or negative sentiment categories.

- **Email Classification and Spam Filtering**: It is often desirable to classify email [29, 33, 97] in order to determine either the subject or to determine junk email [129] in an automated way. This is also referred to as spam filtering or email filtering.

A wide variety of techniques have been designed for text classification. In this chapter, we will discuss the broad classes of techniques, and their uses for classification tasks. We note that these classes of techniques also generally exist for other data domains such as quantitative or categorical data. Since text may be modeled as quantitative data with frequencies on the word attributes, it is possible to use most of the methods for quantitative data directly on text. However, text is a particular kind of data in which the word attributes are sparse, and high dimensional, with low frequencies on most of the words. Therefore, it is critical to design classification methods that effectively account for these characteristics of text. In this chapter, we will focus on the specific changes that are applicable to the text domain. Some key methods, that are commonly used for text classification are as follows:

- **Decision Trees**: Decision trees are designed with the use of a hierarchical division of the underlying data space with the use of different text features. The hierarchical division of the data space is designed in order to create class partitions that are more skewed in terms of their class distribution. For a given text instance, we determine the partition that it is most likely to belong to, and use it for the purposes of classification.

- **Pattern (Rule)-Based Classifiers**: In rule-based classifiers we determine the word patterns that are most likely to be related to the different classes. We construct a set of rules, in which the left-hand side corresponds to a word pattern, and the right-hand side corresponds to a class label. These rules are used for the purposes of classification.

- **SVM Classifiers**: SVM Classifiers attempt to partition the data space with the use of linear or non-linear delineations between the different classes. The key in such classifiers is to determine the optimal boundaries between the different classes and use them for the purposes of classification.

- **Neural Network Classifiers**: Neural networks are used in a wide variety of domains for the purposes of classification. In the context of text data, the main difference for neural network classifiers is to adapt these classifiers with the use of word features. We note that neural network classifiers are related to SVM classifiers; indeed, they both are in the category of discriminative classifiers, which are in contrast with the generative classifiers [116].

- **Bayesian (Generative) Classifiers**: In Bayesian classifiers (also called generative classifiers), we attempt to build a probabilistic classifier based on modeling the underlying word features in different classes. The idea is then to classify text based on the posterior probability of the documents belonging to the different classes on the basis of the word presence in the documents.

- **Other Classifiers**: Almost all classifiers can be adapted to the case of text data. Some of the other classifiers include nearest neighbor classifiers, and genetic algorithm-based classifiers. We will discuss some of these different classifiers in some detail and their use for the case of text data.
The area of text categorization is so vast that it is impossible to cover all the different algorithms in detail in a single chapter. Therefore, our goal is to provide the reader with an overview of the most important techniques, and also the pointers to the different variations of these techniques.

Feature selection is an important problem for text classification. In feature selection, we attempt to determine the features that are most relevant to the classification process. This is because some of the words are much more likely to be correlated to the class distribution than others. Therefore, a wide variety of methods have been proposed in the literature in order to determine the most important features for the purpose of classification. These include measures such as the gini-index or the entropy, which determine the level at which the presence of a particular feature skews the class distribution in the underlying data. We will discuss the different feature selection methods that are commonly used for text classification.

The rest of this chapter is organized as follows. In the next section, we will discuss methods for feature selection in text classification. In Section 11.3, we will describe decision tree methods for text classification. Rule-based classifiers are described in detail in Section 11.4. We discuss naive Bayes classifiers in Section 11.5. The nearest neighbor classifier is discussed in Section 11.7. In Section 11.6, we will discuss a number of linear classifiers, such as the SVM classifier, direct regression modeling, and the neural network classifier. A discussion of how the classification methods can be adapted to text and Web data containing hyperlinks is discussed in Section 11.8. In Section 11.9, we discuss a number of different meta-algorithms for classification such as boosting, bagging, and ensemble learning. Methods for enhancing classification methods with additional training data are discussed in Section 11.10. Section 11.11 contains the conclusions and summary.

11.2 Feature Selection for Text Classification

Before any classification task, one of the most fundamental tasks that needs to be accomplished is that of document representation and feature selection. While feature selection is also desirable in other classification tasks, it is especially important in text classification due to the high dimensionality of text features and the existence of irrelevant (noisy) features. In general, text can be represented in two separate ways. The first is as a bag of words, in which a document is represented as a set of words, together with their associated frequency in the document. Such a representation is essentially independent of the sequence of words in the collection. The second method is to represent text directly as strings, in which each document is a sequence of words. Most text classification methods use the bag-of-words representation because of its simplicity for classification purposes. In this section, we will discuss some of the methods that are used for feature selection in text classification.

The most common feature selection that is used in both supervised and unsupervised applications is that of stop-word removal and stemming. In stop-word removal, we determine the common words in the documents that are not specific or discriminatory to the different classes. In stemming, different forms of the same word are consolidated into a single word. For example, singular, plural, and different tenses are consolidated into a single word. We note that these methods are not specific
to the case of the classification problem, and are often used in a variety of unsupervised applications such as clustering and indexing. In the case of the classification problem, it makes sense to supervise the feature selection process with the use of the class labels. This kind of selection process ensures that those features that are highly skewed towards the presence of a particular class label are picked for the learning process. A wide variety of feature selection methods are discussed in [154, 156]. Many of these feature selection methods have been compared with one another, and the experimental results are presented in [154]. We will discuss each of these feature selection methods in this section.

11.2.1 Gini Index

One of the most common methods for quantifying the discrimination level of a feature is the use of a measure known as the gini-index. Let \(p_1(w) \ldots p_k(w)\) be the fraction of class-label presence of the \(k\) different classes for the word \(w\). In other words, \(p_i(w)\) is the conditional probability that a document belongs to class \(i\), given the fact that it contains the word \(w\). Therefore, we have:

\[
\sum_{i=1}^{k} p_i(w) = 1. \tag{11.1}
\]

Then, the gini-index for the word \(w\), denoted by \(G(w)\), is defined\(^4\) as follows:

\[
G(w) = \sum_{i=1}^{k} p_i(w)^2 \tag{11.2}
\]

The value of the gini-index \(G(w)\) always lies in the range \((1/k, 1)\). Higher values of the gini-index \(G(w)\) represent a greater discriminative power of the word \(w\). For example, when all documents that contain word \(w\) belong to a particular class, the value of \(G(w)\) is 1. On the other hand, when documents containing word \(w\) are evenly distributed among the \(k\) different classes, the value of \(G(w)\) is \(1/k\).

One criticism with this approach is that the global class distribution may be skewed to begin with, and therefore the above measure may sometimes not accurately reflect the discriminative power of the underlying attributes. Therefore, it is possible to construct a normalized gini-index in order to reflect the discriminative power of the attributes more accurately. Let \(P_1 \ldots P_k\) represent the global distributions of the documents in the different classes. Then, we determine the normalized probability value \(p'_i(w)\) as follows:

\[
p'_i(w) = \frac{p_i(w)/P_i}{\sum_{j=1}^{k} p_j(w)/P_j}. \tag{11.3}
\]

Then, the gini-index is computed in terms of these normalized probability values.

\[
G(w) = \sum_{i=1}^{k} p'_i(w)^2. \tag{11.4}
\]

The use of the global probabilities \(P_i\) ensures that the gini-index more accurately reflects class-discrimination in the case of biased class distributions in the whole document collection. For a document corpus containing \(n\) documents, \(d\) words, and \(k\) classes, the complexity of the information gain computation is \(O(n \cdot d \cdot k)\). This is because the computation of the term \(p_i(w)\) for all the different words and the classes requires \(O(n \cdot d \cdot k)\) time.

\(^4\)The gini-index is also sometimes defined as \(1 - \sum_{i=1}^{k} p_i(w)^2\), with lower values indicating greater discriminative power of the feature \(w\).
11.2.2 Information Gain

Another related measure that is commonly used for text feature selection is that of information gain or entropy. Let $P_i$ be the global probability of class $i$, and $p_i(w)$ be the probability of class $i$, given that the document contains the word $w$. Let $F(w)$ be the fraction of the documents containing the word $w$. The information gain measure $I(w)$ for a given word $w$ is defined as follows:

$$I(w) = - \sum_{i=1}^{k} P_i \cdot \log(P_i) + F(w) \cdot \sum_{i=1}^{k} p_i(w) \cdot \log(p_i(w)) + (1 - F(w)) \cdot \sum_{i=1}^{k} (1 - p_i(w)) \cdot \log(1 - p_i(w)).$$

The greater the value of the information gain $I(w)$, the greater the discriminatory power of the word $w$. For a document corpus containing $n$ documents and $d$ words, the complexity of the information gain computation is $O(n \cdot d \cdot k)$.

11.2.3 Mutual Information

This mutual information measure is derived from information theory [37], and provides a formal way to model the mutual information between the features and the classes. The pointwise mutual information $M_i(w)$ between the word $w$ and the class $i$ is defined on the basis of the level of co-occurrence between the class $i$ and word $w$. We note that the expected co-occurrence of class $i$ and word $w$ on the basis of mutual independence is given by $P_i \cdot F(w)$. The true co-occurrence is of course given by $F(w) \cdot p_i(w)$. In practice, the value of $F(w) \cdot p_i(w)$ may be much larger or smaller than $P_i \cdot F(w)$, depending upon the level of correlation between the class $i$ and word $w$. The mutual information is defined in terms of the ratio between these two values. Specifically, we have:

$$M_i(w) = \log \left( \frac{F(w) \cdot p_i(w)}{F(w) \cdot P_i} \right) = \log \left( \frac{p_i(w)}{P_i} \right).$$

(11.5)

Clearly, the word $w$ is positively correlated to the class $i$, when $M_i(w) > 0$, and the word $w$ is negatively correlated to class $i$, when $M_i(w) < 0$. We note that $M_i(w)$ is specific to a particular class $i$. We need to compute the overall mutual information as a function of the mutual information of the word $w$ with the different classes. These are defined with the use of the average and maximum values of $M_i(w)$ over the different classes.

$$M_{avg}(w) = \frac{1}{k} \sum_{i=1}^{k} P_i \cdot M_i(w)$$

$$M_{max}(w) = \max_i \{M_i(w)\}.$$

Either of these measures may be used in order to determine the relevance of the word $w$. The second measure is particularly useful, when it is more important to determine high levels of positive correlation of the word $w$ with any of the classes.

11.2.4 $\chi^2$-Statistic

The $\chi^2$ statistic is a different way to compute the lack of independence between the word $w$ and a particular class $i$. Let $n$ be the total number of documents in the collection, $p_i(w)$ be the conditional probability of class $i$ for documents that contain $w$, $P_i$ be the global fraction of documents containing the class $i$, and $F(w)$ be the global fraction of documents that contain the word $w$. The $\chi^2$-statistic of the word between word $w$ and class $i$ is defined as follows:

$$\chi_i^2(w) = \frac{n \cdot F(w)^2 \cdot (p_i(w) - P_i)^2}{F(w) \cdot (1 - F(w)) \cdot P_i \cdot (1 - P_i)}$$

(11.6)
As in the case of the mutual information, we can compute a global $\chi^2$ statistic from the class-specific values. We can use either the average or maximum values in order to create the composite value:

$$
\chi^2_{\text{avg}}(w) = \sum_{i=1}^{k} P_i \cdot \chi^2_i(w)
$$

$$
\chi^2_{\text{max}}(w) = \max_i \chi^2_i(w)
$$

We note that the $\chi^2$-statistic and mutual information are different ways of measuring the correlation between terms and categories. One major advantage of the $\chi^2$-statistic over the mutual information measure is that it is a normalized value, and therefore these values are more comparable across terms in the same category.

### 11.2.5 Feature Transformation Methods: Unsupervised and Supervised LSI

While feature selection attempts to reduce the dimensionality of the data by picking from the original set of attributes, feature transformation methods create a new (and smaller) set of features as a function of the original set of features. The motivation of these feature transformation methods is to capture semantic associations of words so that words related to the same latent concept would be grouped together into one latent concept feature. A typical example of such a feature transformation method is Latent Semantic Indexing (LSI) [46], and its probabilistic variant PLSA [67]. The LSI method transforms the text space of a few hundred thousand word features to a new axis system (of size about a few hundred), which is a linear combination of the original word features. In order to achieve this goal, Principal Component Analysis techniques [81] are used to determine the axis-system that retains the greatest level of information about the variations in the underlying attribute values. The main disadvantage of using techniques such as LSI is that these are unsupervised techniques that are blind to the underlying class-distribution. Thus, the features found by LSI are not necessarily the directions along which the class-distribution of the underlying documents can be separated. A modest level of success has been obtained in improving classification accuracy by using boosting techniques in conjunction with the conceptual features obtained from unsupervised pLSA method [22]. A more recent study has systematically compared pLSA and LDA (which is a Bayesian version of pLSA) in terms of their effectiveness in transforming features for text categorization, and has drawn a similar conclusion and found that pLSA and LDA tend to perform similarly [104]. In the case of classification tasks that require fine-grained discrimination, such as search engine applications where the task is to distinguish relevant from non-relevant documents to a query, the latent low-dimensional features obtained by LSI or PLSA alone are often insufficient, and a more discriminative representation based on keywords may have to be used as well to obtain a multiscale representation [161].

A number of techniques have also been proposed to perform the feature transformation methods by using the class labels for effective supervision. The most natural method is to adapt LSI in order to make it work more effectively for the supervised case. A number of different methods have been proposed in this direction. One common approach is to perform local LSI on the subsets of data representing the individual classes, and identify the discriminative eigenvectors from the different reductions with the use of an iterative approach [142]. This method is known as SLSI (Supervised Latent Semantic Indexing), and the advantages of the method seem to be relatively limited, because the experiments in [142] show that the improvements over a standard SVM classifier, which did not use a dimensionality reduction process, are relatively limited. The work in [149] uses a combination of class-specific LSI and global analysis. As in the case of [142], class-specific LSI representations are created. Test documents are compared against each LSI representation in order to create the most discriminative reduced space. One problem with this approach is that the different local LSI representations use a different subspace, and therefore it is difficult to compare the similarities of the different documents across the different subspaces. Furthermore, both methods in [142, 149] tend to
be computationally expensive. Similar ideas were also implemented in a probabilistic topic model, called supervised LDA [16], where class labels are used to “supervise” the discovery of topics in text data [16].

A method called sprinkling is proposed in [26], in which artificial terms are added to (or “sprinkled” into) the documents, which correspond to the class labels. In other words, we create a term corresponding to the class label, and add it to the document. LSI is then performed on the document collection with these added terms. The sprinkled terms can then be removed from the representation, once the eigenvectors have been determined. The sprinkled terms help in making the LSI more sensitive to the class distribution during the reduction process. It has also been proposed in [26] that it can be generally useful to make the sprinkling process adaptive, in which all classes are not necessarily treated equally, but the relationships between the classes are used in order to regulate the sprinkling process. Furthermore, methods have also been proposed in [26] to make the sprinkling process adaptive to the use of a particular kind of classifier.

11.2.6 Supervised Clustering for Dimensionality Reduction

One technique that is commonly used for feature transformation is that of text clustering [8, 83, 95, 140]. In these techniques, the clusters are constructed from the underlying text collection, with the use of supervision from the class distribution. The exception is [95] in which supervision is not used. In the simplest case, each class can be treated as a separate cluster, though better results may be obtained by using the classes for supervision of the clustering process. The frequently occurring words in these supervised clusters can be used in order to create the new set of dimensions. The classification can be performed with respect to this new feature representation. One advantage of such an approach is that it retains interpretability with respect to the original words of the document collection. The disadvantage is that the optimum directions of separation may not necessarily be represented in the form of clusters of words. Furthermore, the underlying axes are not necessarily orthonormal to one another. The use of supervised methods [2, 8, 83, 140] has generally led to good results either in terms of improved classification accuracy, or significant performance gains at the expense of a small reduction in accuracy. The results with the use of unsupervised clustering [95, 99] are mixed. For example, the work in [95] suggests that the use of unsupervised term-clusters and phrases is generally not helpful [95] for the classification process. The key observation in [95] is that the loss of granularity associated with the use of phrases and term clusters is not necessarily advantageous for the classification process. The loss of discrimination due to dimension reduction is also recently discussed in the context of using probabilistic topic models to obtain a low-dimensional feature representation for text data [161]. The work in [9] has shown that the use of the information bottleneck method for feature distributional clustering can create clustered pseudo-word representations that are quite effective for text classification.

11.2.7 Linear Discriminant Analysis

Another method for feature transformation is the use of linear discriminants, which explicitly try to construct directions in the feature space, along which there is best separation of the different classes. A common method is the Fisher’s linear discriminant [54]. The main idea in the Fisher’s discriminant method is to determine the directions in the data along which the points are as well separated as possible. The subspace of lower dimensionality is constructed by iteratively finding such unit vectors $\alpha_i$ in the data, where $\alpha_i$ is determined in the $i$th iteration. We would also like to ensure that the different values of $\alpha_i$ are orthonormal to one another. In each step, we determine this vector $\alpha_i$ by discriminant analysis, and project the data onto the remaining orthonormal subspace. The next vector $\alpha_{i+1}$ is found in this orthonormal subspace. The quality of vector $\alpha_i$ is measured by an objective function that measures the separation of the different classes. This objective function reduces in each iteration, since the value of $\alpha_i$ in a given iteration is the optimum discriminant in that
subspace, and the vector found in the next iteration is the optimal one from a smaller search space. The process of finding linear discriminants is continued until the class separation, as measured by an objective function, reduces below a given threshold for the vector determined in the current iteration. The power of such a dimensionality reduction approach has been illustrated in [23], in which it has been shown that a simple decision tree classifier can perform much more effectively on this transformed data, as compared to more sophisticated classifiers.

Next, we discuss how the Fisher’s discriminant is actually constructed. First, we will set up the objective function \( J(\alpha) \), which determines the level of separation of the different classes along a given direction (unit-vector) \( \alpha \). This sets up the crisp optimization problem of determining the value of \( \alpha \), which maximizes \( J(\alpha) \). For simplicity, let us assume the case of binary classes. Let \( D_1 \) and \( D_2 \) be the two sets of documents belonging to the two classes. Then, the projection of a document \( X \in D_1 \cup D_2 \) along \( \alpha \) is given by \( X \cdot \alpha \). Therefore, the squared class separation \( S(D_1, D_2, \alpha) \) along the direction \( \alpha \) is given by:

\[
S(D_1, D_2, \alpha) = \left( \frac{\sum_{X \in D_1} (X \cdot \alpha)}{|D_1|} - \frac{\sum_{X \in D_2} (X \cdot \alpha)}{|D_2|} \right)^2.
\] (11.7)

In addition, we need to normalize this absolute class separation with the use of the underlying class variances. Let \( Var(D_1, \alpha) \) and \( Var(D_2, \alpha) \) be the individual class variances along the direction \( \alpha \). In other words, we have:

\[
Var(D_1, \alpha) = \frac{\sum_{X \in D_1} (X \cdot \alpha)^2}{|D_1|} - \left( \frac{\sum_{X \in D_1} X \cdot \alpha}{|D_1|} \right)^2.
\] (11.8)

The value of \( Var(D_2, \alpha) \) can be defined in a similar way. Then, the normalized class-separation \( J(\alpha) \) is defined as follows:

\[
J(\alpha) = \frac{S(D_1, D_2, \alpha)}{Var(D_1, \alpha) + Var(D_2, \alpha)}
\] (11.9)

The optimal value of \( \alpha \) needs to be determined subject to the constraint that \( \alpha \) is a unit vector. Let \( \mu_1 \) and \( \mu_2 \) be the means of the two data sets \( D_1 \) and \( D_2 \), and \( C_1 \) and \( C_2 \) be the corresponding covariance matrices. It can be shown that the optimal (unscaled) direction \( \alpha^* = \alpha^\top \) can be expressed in closed form, and is given by the following:

\[
\alpha^* = \left( \frac{C_1 + C_2}{2} \right)^{-1} (\mu_1 - \mu_2).
\] (11.10)

The main difficulty in computing the above equation is that this computation requires the inversion of the covariance matrix, which is sparse and computationally difficult in the high-dimensional text domain. Therefore, a gradient descent approach can be used in order to determine the value of \( \alpha \) in a more computationally effective way. Details of the approach are presented in [23].

Another related method that attempts to determine projection directions that maximize the topological differences between different classes is the Topical Difference Factor Analysis method proposed in [84]. The problem has been shown to be solvable as a generalized eigenvalue problem. The method was used in conjunction with a k-nearest neighbor classifier, and it was shown that the use of this approach significantly improves the accuracy over a classifier that uses the original set of features.

### 11.2.8 Generalized Singular Value Decomposition

While the method discussed above finds one vector \( \alpha \) at a time in order to determine the relevant dimension transformation, it is possible to be much more direct in finding the optimal subspaces simultaneously by using a generalized version of dimensionality reduction [68, 69]. It is important to
note that this method has really been proposed in [68, 69] as an unsupervised method that preserves the underlying clustering structure, assuming the data has already been clustered in a pre-processing phase. Thus, the generalized dimensionality reduction method has been proposed as a much more aggressive dimensionality reduction technique, which preserves the underlying clustering structure rather than the individual points. This method can however also be used as a supervised technique in which the different classes are used as input to the dimensionality reduction algorithm, instead of the clusters constructed in the pre-processing phase [152]. This method is known as the Optimal Orthogonal Centroid Feature Selection Algorithm (OCFS), and it directly targets at the maximization of inter-class scatter. The algorithm is shown to have promising results for supervised feature selection in [152].

11.2.9 Interaction of Feature Selection with Classification

Since the classification and feature selection processes are dependent upon one another, it is interesting to test how the feature selection process interacts with the underlying classification algorithms. In this context, two questions are relevant:

- Can the feature-specific insights obtained from the intermediate results of some of the classification algorithms be used for creating feature selection methods that can be used more generally by other classification algorithms?
- Do the different feature selection methods work better or worse with different kinds of classifiers?

Both these issues were explored in some detail in [113]. In regard to the first question, it was shown in [113] that feature selection, which was derived from linear classifiers, provided very effective results. In regard to the second question, it was shown in [113] that the sophistication of the feature selection process itself was more important than the specific pairing between the feature selection process and the classifier.

Linear Classifiers are those for which the output of the linear predictor is defined to be \( p = \mathbf{a} \cdot \mathbf{x} + b \), where \( \mathbf{x} = (x_1 \ldots x_n) \) is the normalized document word frequency vector, \( \mathbf{a} = (a_1 \ldots a_n) \) is a vector of linear coefficients with the same dimensionality as the feature space, and \( b \) is a scalar. Both the basic neural network and basic SVM classifiers [75] (which will be discussed later in this chapter) belong to this category. The idea here is that if the coefficient \( a_i \) is close to zero, then the corresponding feature does not have a significant effect on the classification process. On the other hand, since large absolute values of \( a_j \) may significantly influence the classification process, such features should be selected for classification. In the context of the SVM method, which attempts to determine linear planes of separation between the different classes, the vector \( \mathbf{a} \) is essentially the normal vector to the corresponding plane of separation between the different classes. This intuitively explains the choice of selecting features with large values of \( |a_j| \). It was shown in [113] that this class of feature selection methods was quite robust, and performed well even for classifiers such as the Naive Bayes method, which were unrelated to the linear classifiers from which these features were derived. Further discussions on how SVM and maximum margin techniques can be used for feature selection may be found in [59, 65].

11.3 Decision Tree Classifiers

A decision tree [122] is essentially a hierarchical decomposition of the (training) data space, in which a predicate or a condition on the attribute value is used in order to divide the data space
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Hierarchically. In the context of text data, such predicates are typically conditions on the presence or absence of one or more words in the document. The division of the data space is performed recursively in the decision tree, until the leaf nodes contain a certain minimum number of records, or some conditions on class purity. The majority class label (or cost-weighted majority label) in the leaf node is used for the purposes of classification. For a given test instance, we apply the sequence of predicates at the nodes, in order to traverse a path of the tree in top-down fashion and determine the relevant leaf node. In order to further reduce the overfitting, some of the nodes may be pruned by holding out a part of the data, which are not used to construct the tree. The portion of the data which is held out is used in order to determine whether or not the constructed leaf node should be pruned or not. In particular, if the class distribution in the training data (for decision tree construction) is very different from the class distribution in the training data that is used for pruning, then it is assumed that the node overfits the training data. Such a node can be pruned. A detailed discussion of decision tree methods may be found in [20, 50, 72, 122].

In the particular case of text data, the predicates for the decision tree nodes are typically defined in terms of the terms in the underlying text collection. For example, a node may be partitioned into its children nodes depending upon the presence or absence of a particular term in the document. We note that different nodes at the same level of the tree may use different terms for the partitioning process.

Many other kinds of predicates are possible. It may not be necessary to use individual terms for partitioning, but one may measure the similarity of documents to correlated sets of terms. These correlated sets of terms may be used to further partition the document collection, based on the similarity of the document to them. The different kinds of splits are as follows:

- **Single Attribute Splits:** In this case, we use the presence or absence of particular words (or even phrases) at a particular node in the tree in order to perform the split. At any given level, we pick the word that provides the maximum discrimination between the different classes. Measures such as the gini-index or information gain can be used in order to determine the level of entropy. For example, the DT-min10 algorithm [93] is based on this approach.

- **Similarity-Based Multi-Attribute Split:** In this case, we use documents (or meta-documents such as frequent word clusters), and use the similarity of the documents to these word clusters in order to perform the split. For the selected word cluster, the documents are further partitioned into groups by rank ordering the documents by similarity value, and splitting at a particular threshold. We select the word-cluster for which rank-ordering by similarity provides the best separation between the different classes.

- **Discriminant-Based Multi-Attribute Split:** For the multi-attribute case, a natural choice for performing the split is to use discriminants such as the Fisher discriminant for performing the split. Such discriminants provide the directions in the data along which the classes are best separated. The documents are projected on this discriminant vector for rank ordering, and then split at a particular coordinate. The choice of split point is picked in order to maximize the discrimination between the different classes. The work in [23] uses a discriminant-based split, though this is done indirectly because of the use of a feature transformation to the discriminant representation, before building the classifier.

Some of the earliest implementations of classifiers may be found in [92, 93, 99, 147]. The last of these is really a rule-based classifier, which can be interpreted either as a decision tree or a rule-based classifier. Most of the decision tree implementations in the text literature tend to be small variations on standard packages such as ID3 and C4.5, in order to adapt the model to text classification. Many of these classifiers are typically designed as baselines for comparison with other learning models [75].
A well known implementation of the decision tree classifier based on the C4.5 taxonomy of algorithms [122] is presented in [99]. More specifically, the work in [99] uses the successor to the C4.5 algorithm, which is also known as the C5 algorithm. This algorithm uses single-attribute splits at each node, where the feature with the highest information gain [37] is used for the purpose of the split. Decision trees have also been used in conjunction with boosting techniques. An adaptive boosting technique [56] is used in order to improve the accuracy of classification. In this technique, we use $n$ different classifiers. The $i$th classifier is constructed by examining the errors of the $(i-1)$th classifier. A voting scheme is applied among these classifiers in order to report the final label. Other boosting techniques for improving decision tree classification accuracy are proposed in [134].

The work in [51] presents a decision tree algorithm based on the Bayesian approach developed in [28]. In this classifier, the decision tree is grown by recursive greedy splits, where the splits are chosen using Bayesian posterior probability of model structure. The structural prior penalizes additional model parameters at each node. The output of the process is a class probability rather than a deterministic class label for the test instance.

### 11.4 Rule-Based Classifiers

Decision trees are also generally related to rule-based classifiers. In rule-based classifiers, the data space is modeled with a set of rules, in which the left-hand side is a condition on the underlying feature set, and the right-hand side is the class label. The rule set is essentially the model that is generated from the training data. For a given test instance, we determine the set of rules for which the test instance satisfies the condition on the left-hand side of the rule. We determine the predicted class label as a function of the class labels of the rules that are satisfied by the test instance. We will discuss more on this issue slightly later.

In its most general form, the left-hand side of the rule is a boolean condition, which is expressed in Disjunctive Normal Form (DNF). However, in most cases, the condition on the left-hand side is much simpler and represents a set of terms, all of which must be present in the document for the condition to be satisfied. The absence of terms is rarely used, because such rules are not likely to be very informative for sparse text data, in which most words in the lexicon will typically not be present in it by default (sparseness property). Also, while the set intersection of conditions on term presence is used often, the union of such conditions is rarely used in a single rule. This is because such rules can be split into two separate rules, each of which is more informative on its own. For example, the rule $\text{Honda} \cup \text{Toyota} \Rightarrow \text{Cars}$ can be replaced by two separate rules $\text{Honda} \Rightarrow \text{Cars}$ and $\text{Toyota} \Rightarrow \text{Cars}$ without any loss of information. In fact, since the confidence of each of the two rules can now be measured separately, this can be more useful. On the other hand, the rule $\text{Honda} \cap \text{Toyota} \Rightarrow \text{Cars}$ is certainly much more informative than the individual rules. Thus, in practice, for sparse data sets such as text, rules are much more likely to be expressed as a simple conjunction of conditions on term presence.

We note that decision trees and decision rules both tend to encode rules on the feature space, except that the decision tree tends to achieve this goal with a hierarchical approach. In fact, the original work on decision tree construction in C4.5 [122] studied the decision tree problem and decision rule problem within a single framework. This is because a particular path in the decision tree can be considered a rule for classification of the text instance. The main difference is that the decision tree framework is a strict hierarchical partitioning of the data space, whereas rule-based classifiers allow for overlaps in the decision space. The general principle is to create a rule set, such that all points in the decision space are covered by at least one rule. In most cases, this is achieved
by generating a set of targeted rules that are related to the different classes, and one default catch-all rule, which can cover all the remaining instances.

A number of criteria can be used in order to generate the rules from the training data. Two of the most common conditions that are used for rule generation are those of support and confidence. These conditions are common to all rule-based pattern classifiers [100] and may be defined as follows:

- **Support**: This quantifies the absolute number of instances in the training data set that are relevant to the rule. For example, in a corpus containing 100,000 documents, a rule in which both the left-hand set and right-hand side are satisfied by 50,000 documents is more important than a rule that is satisfied by 20 documents. Essentially, this quantifies the statistical volume that is associated with the rule. However, it does not encode the strength of the rule.

- **Confidence**: This quantifies the conditional probability that the right-hand side of the rule is satisfied, if the left-hand side is satisfied. This is a more direct measure of the strength of the underlying rule.

We note that the aforementioned measures are not the only measures that are possible, but are widely used in the data mining and machine learning literature [100] for both textual and non-textual data, because of their intuitive nature and simplicity of interpretation. One criticism of the above measures is that they do not normalize for the a-priori presence of different terms and features, and are therefore prone to misinterpretation, when the feature distribution or class-distribution in the underlying data set is skewed.

The training phase constructs all the rules, which are based on measures such as the above. For a given test instance, we determine all the rules that are relevant to the test instance. Since we allow overlaps, it is possible that more than one rule may be relevant to the test instance. If the class labels on the right-hand sides of all these rules are the same, then it is easy to pick this class as the relevant label for the test instance. On the other hand, the problem becomes more challenging when there are conflicts between these different rules. A variety of different methods are used to rank-order the different rules [100], and report the most relevant rule as a function of these different rules. For example, a common approach is to rank-order the rules by their confidence, and pick the top- \( k \) rules as the most relevant. The class label on the right-hand side of the greatest number of these rules is reported as the relevant one.

An interesting rule-based classifier for the case of text data has been proposed in [6]. This technique uses an iterative methodology, which was first proposed in [148] for generating rules. Specifically, the method determines the single best rule related to any particular class in the training data. The best rule is defined in terms of the confidence of the rule, as defined above. This rule along with its corresponding instances are removed from the training data set. This approach is continuously repeated, until it is no longer possible to find strong rules in the training data, and complete predictive value is achieved.

The transformation of decision trees to rule-based classifiers is discussed generally in [122], and for the particular case of text data in [80]. For each path in the decision tree a rule can be generated, which represents the conjunction of the predicates along that path. One advantage of the rule-based classifier over a decision tree is that it is not restricted to a strict hierarchical partitioning of the feature space, and it allows for overlaps and inconsistencies among the different rules. Therefore, if a new set of training examples are encountered, which are related to a new class or new part of the feature space, then it is relatively easy to modify the rule set for these new examples. Furthermore, rule-based classifiers also allow for a tremendous interpretability of the underlying decision space. In cases in which domain-specific expert knowledge is known, it is possible to encode this into the classification process by manual addition of rules. In many practical scenarios, rule-based techniques are more commonly used because of their ease of maintenance and interpretability.

One of the most common rule-based techniques is the **RIPPER** technique discussed in [32–34]. The **RIPPER** technique uses the sequential covering paradigm to determine the combinations of
words that are related to a particular class. The RIPPER method has been shown to be especially effective in scenarios where the number of training examples is relatively small [31]. Another method called sleeping experts [32,57] generates rules that take the placement of the words in the documents into account. Most of the classifiers such as RIPPER [32–34] treat documents as set-valued objects, and generate rules based on the co-presence of the words in the documents. The rules in sleeping experts are different from most of the other classifiers in this respect. In this case [32,57], the left-hand side of the rule consists of a sparse phrase, which is a group of words close to one another in the document (though not necessarily completely sequential). Each such rule has a weight, which depends upon its classification specificity in the training data. For a given test example, we determine the sparse phrases that are present in it, and perform the classification by combining the weights of the different rules that are fired. The sleeping experts and RIPPER systems have been compared in [32], and have been shown to have excellent performance on a variety of text collections.

11.5 Probabilistic and Naive Bayes Classifiers

Probabilistic classifiers are designed to use an implicit mixture model for generation of the underlying documents. This mixture model typically assumes that each class is a component of the mixture. Each mixture component is essentially a generative model, which provides the probability of sampling a particular term for that component or class. This is why this kind of classifiers are often also called generative classifiers. The naive Bayes classifier is perhaps the simplest and also the most commonly used generative classifier. It models the distribution of the documents in each class using a probabilistic model with independence assumptions about the distributions of different terms. Two classes of models are commonly used for naive Bayes classification. Both models essentially compute the posterior probability of a class, based on the distribution of the words in the document. These models ignore the actual position of the words in the document, and work with the “bag of words” assumption. The major difference between these two models is the assumption in terms of taking (or not taking) word frequencies into account, and the corresponding approach for sampling the probability space:

- **Multivariate Bernoulli Model:** In this model, we use the presence or absence of words in a text document as features to represent a document. Thus, the frequencies of the words are not used for the modeling a document, and the word features in the text are assumed to be binary, with the two values indicating presence or absence of a word in text. Since the features to be modeled are binary, the model for documents in each class is a multivariate Bernoulli model.

- **Multinomial Model:** In this model, we capture the frequencies of terms in a document by representing a document with a bag of words. The documents in each class can then be modeled as samples drawn from a multinomial word distribution. As a result, the conditional probability of a document given a class is simply a product of the probability of each observed word in the corresponding class.

No matter how we model the documents in each class (be it a multivariate Bernoulli model or a multinomial model), the component class models (i.e., generative models for documents in each class) can be used in conjunction with the Bayes rule to compute the posterior probability of the class for a given document, and the class with the highest posterior probability can then be assigned to the document.

There has been considerable confusion in the literature on the differences between the multivariate Bernoulli model and the multinomial model. A good exposition of the differences between these two models may be found in [108]. In the following, we describe these two models in more detail.
11.5.1 Bernoulli Multivariate Model

This class of techniques treats a document as a set of distinct words with no frequency information, in which an element (term) may be either present or absent. The seminal work on this approach may be found in [94].

Let us assume that the lexicon from which the terms are drawn are denoted by \( V = \{t_1, \ldots, t_n\} \). Let us assume that the bag-of-words (or text document) in question contains the terms \( Q = \{t_{i_1}, \ldots, t_{i_m}\} \), and the class is drawn from \( \{1, \ldots, k\} \). Then, our goal is to model the posterior probability that the document (which is assumed to be generated from the term distributions of one of the classes) belongs to class \( i \), given that it contains the terms \( Q = \{t_{i_1}, \ldots, t_{i_m}\} \). The best way to understand the Bayes method is by understanding it as a sampling/generative process from the underlying mixture model of classes. The Bayes probability of class \( i \) can be modeled by sampling a set of terms \( T \) from the term distribution of the classes:

If we sampled a term set \( T \) of any size from the term distribution of one of the randomly chosen classes, and the final outcome is the set \( Q \), then what is the posterior probability that we had originally picked class \( i \) for sampling? The a-priori probability of picking class \( i \) is equal to its fractional presence in the collection.

We denote the class of the sampled set \( T \) by \( C^T \) and the corresponding posterior probability by \( P(C^T = i | T = Q) \). This is essentially what we are trying to find. It is important to note that since we do not allow replacement, we are essentially picking a subset of terms from \( V \) with no frequencies attached to the picked terms. Therefore, the set \( Q \) may not contain duplicate elements.

Under the naive Bayes assumption of independence between terms, this is essentially equivalent to either selecting or not selecting each term with a probability that depends upon the underlying term distribution. Furthermore, it is also important to note that this model has no restriction on the number of terms picked. As we will see later, these assumptions are the key differences with the multinomial Bayes model. The Bayes probability of class \( i \) is a sample from the data distribution of class \( i \), i.e., \( P(C^T = i | T = Q) \), and it requires us to compute the following two probabilities in order to achieve this:

1. What is the prior probability that a set \( T \) is a sample from the term distribution of class \( i \)? This probability is denoted by \( P(C^T = i) \).

2. If we sampled a set \( T \) of any size from the term distribution of class \( i \), then what is the probability that our sample is the set \( Q \)? This probability is denoted by \( P(T = Q | C^T = i) \).

We will now provide a more mathematical description of Bayes modeling. In other words, we wish to model \( P(C^T = i | Q \text{ is sampled}) \). We can use the Bayes rule in order to write this conditional probability in a way that can be estimated more easily from the underlying corpus. In other words, we can simplify as follows:

\[
P(C^T = i | T = Q) = \frac{P(C^T = i) \cdot P(T = Q | C^T = i)}{P(T = Q)}
\]

\[
= \frac{P(C^T = i) \cdot \prod_{j \in Q} P(t_j \in T | C^T = i) \cdot \prod_{j \not\in Q} (1 - P(t_j \in T | C^T = i))}{P(T = Q)}.
\]

We note that the last condition of the above sequence uses the naive independence assumption, because we are assuming that the probabilities of occurrence of the different terms are independent of one another. This is practically necessary, in order to transform the probability equations to a form that can be estimated from the underlying data.
The class assigned to $Q$ is the one with the highest posterior probability given $Q$. It is easy to see that this decision is not affected by the denominator, which is the marginal probability of observing $Q$. That is, we will assign the following class to $Q$:

\[
\hat{i} = \arg\max_i P(C^T = i | T = Q) = \arg\max_i P(C^T = i) \cdot \prod_{t_j \in Q} P(t_j \in T | C^T = i) \cdot \prod_{t_j \notin Q} (1 - P(t_j \in T | C^T = i)).
\]

It is important to note that all terms in the right hand-side of the last equation can be estimated from the training corpus. The value of $P(C^T = i)$ is estimated as the global fraction of documents belonging to class $i$, the value of $P(t_j \in T | C^T = i)$ is the fraction of documents in the $i$th class that contain term $t_j$. We note that all of the above are maximum likelihood estimates of the corresponding probabilities. In practice, Laplacian smoothing [144] is used, in which small values are added to the frequencies of terms in order to avoid zero probabilities of sparsely present terms.

In most applications of the Bayes classifier, we only care about the identity of the class with the highest probability value, rather than the actual probability value associated with it, which is why we do not need to compute the normalizer $P(T = Q)$. In fact, in the case of binary classes, a number of simplifications are possible in computing these Bayes “probability” values by using the logarithm of the Bayes expression, and removing a number of terms that do not affect the ordering of class probabilities. We refer the reader to [124] for details.

Although for classification, we do not need to compute $P(T = Q)$, some applications necessitate the exact computation of the posterior probability $P(C^T = i | T = Q)$. For example, in the case of supervised anomaly detection (or rare class detection), the exact posterior probability value $P(C^T = i | T = Q)$ is needed in order to fairly compare the probability value over different test instances, and rank them for their anomalous nature. In such cases, we would need to compute $P(T = Q)$. One way to achieve this is simply to take a sum over all the classes:

\[
P(T = Q) = \sum_i P(T = Q | C^T = i) P(C^T = i).
\]

This is based on the conditional independence of features for each class. Since the parameter values are estimated for each class separately, we may face the problem of data sparseness. An alternative way of computing it, which may alleviate the data sparseness problem, is to further make the assumption of (global) independence of terms, and compute it as:

\[
P(T = Q) = \prod_{t_j \in Q} P(t_j \in T) \cdot \prod_{t_j \notin Q} (1 - P(t_j \in T))
\]

where the term probabilities are based on global term distributions in all the classes.

A natural question arises, as to whether it is possible to design a Bayes classifier that does not use the naive assumption, and models the dependencies between the terms during the classification process. Methods that generalize the naive Bayes classifier by not using the independence assumption do not work well because of the higher computational costs and the inability to estimate the parameters accurately and robustly in the presence of limited data. The most interesting line of work in relaxing the independence assumption is provided in [128]. In this work, the tradeoffs in spectrum of allowing different levels of dependence among the terms have been explored. On the one extreme, an assumption of complete dependence results in a Bayesian network model that turns out to be computationally very expensive. On the other hand, it has been shown that allowing limited levels of dependence can provide good tradeoffs between accuracy and computational costs. We note that while the independence assumption is a practical approximation, it has been shown
in [35, 47] that the approach does have some theoretical merit. Indeed, extensive experimental tests have tended to show that the naive classifier works quite well in practice.

A number of papers [24, 74, 86, 91, 124, 129] have used the naive Bayes approach for classification in a number of different application domains. The classifier has also been extended to modeling temporally aware training data, in which the importance of a document may decay with time [130]. As in the case of other statistical classifiers, the naive Bayes classifier [129] can easily incorporate domain-specific knowledge into the classification process. The particular domain that the work in [129] addresses is that of filtering junk email. Thus, for such a problem, we often have a lot of additional domain knowledge that helps us determine whether a particular email message is junk or not. For example, some common characteristics of the email that would make an email to be more or less likely to be junk are as follows:

- The domain of the sender such as .edu or .com can make an email to be more or less likely to be junk.
- Phrases such as “Free Money” or over emphasized punctuation such as “!!!” can make an email more likely to be junk.
- Whether the recipient of the message was a particular user, or a mailing list.

The Bayes method provides a natural way to incorporate such additional information into the classification process, by creating new features for each of these characteristics. The standard Bayes technique is then used in conjunction with this augmented representation for classification. The Bayes technique has also been used in conjunction with the incorporation of other kinds of domain knowledge, such as the incorporation of hyperlink information into the classification process [25, 118].

The Bayes method is also suited to hierarchical classification, when the training data is arranged in a taxonomy of topics. For example, the Open Directory Project (ODP), Yahoo! Taxonomy, and a variety of news sites have vast collections of documents that are arranged into hierarchical groups. The hierarchical structure of the topics can be exploited to perform more effective classification [24, 86], because it has been observed that context-sensitive feature selection can provide more useful classification results. In hierarchical classification, a Bayes classifier is built at each node, which then provides us with the next branch to follow for classification purposes. Two such methods are proposed in [24, 86], in which node specific features are used for the classification process. Clearly, much fewer features are required at a particular node in the hierarchy, because the features that are picked are relevant to that branch. An example in [86] suggests that a branch of the taxonomy that is related to Computer may have no relationship with the word “cow.” These node-specific features are referred to as signatures in [24]. Furthermore, it has been observed in [24] that in a given node, the most discriminative features for a given class may be different from their parent nodes. For example, the word “health” may be discriminative for the Yahoo! category @Health, but the word “baby” may be much more discriminative for the category @Health@Nursing. Thus, it is critical to have an appropriate feature selection process at each node of the classification tree. The methods in [24, 86] use different methods for this purpose.

- The work in [86] uses an information-theoretic approach [37] for feature selection, which takes into account the dependencies between the attributes [128]. The algorithm greedily eliminates the features one-by-one so as to least disrupt the conditional class distribution at that node.
- The node-specific features are referred to as signatures in [24]. These node-specific signatures are computed by calculating the ratio of intra-class variance to inter-class variance for the different words at each node of the tree. We note that this measure is the same as that optimized by the Fisher’s discriminant, except that it is applied to the original set of words, rather than solved as a general optimization problem in which arbitrary directions in the data are picked.
A Bayesian classifier is constructed at each node in order to determine the appropriate branch. A small number of context-sensitive features provide one advantage of these methods, i.e., Bayesian classifiers work much more effectively with a much smaller number of features. Another major difference between the two methods is that the work in [86] uses the Bernoulli model, whereas that in [24] uses the multinomial model, which will be discussed in the next subsection. This approach in [86] is referred to as the Pachinko Machine classifier and that in [24] is known as TAPER (Taxonomy and Path Enhanced Retrieval System).

Other noteworthy methods for hierarchical classification are proposed in [13, 109, 151]. The work [13] addresses two common problems associated with hierarchical text classification: (1) error propagation; (2) non-linear decision surfaces. The problem of error propagation occurs when the classification mistakes made at a parent node are propagated to its children nodes. This problem was solved in [13] by using cross validation to obtain a training data set for a child node that is more similar to the actual test data passed to the child node from its parent node than the training data set normally used for training a classifier at the child node. The problem of non-linear decision surfaces refers to the fact that the decision boundary of a category at a higher level is often non-linear (since its members are the union of the members of its children nodes). This problem is addressed by using the tentative class labels obtained at the children nodes as features for use at a parent node. These are general strategies that can be applied to any base classifier, and the experimental results in [13] show that both strategies are effective.

11.5.2 Multinomial Distribution

This class of techniques treats a document as a set of words with frequencies attached to each word. Thus, the set of words is allowed to have duplicate elements.

As in the previous case, we assume that the set of words in document is denoted by $Q$, drawn from the vocabulary set $V$. The set $Q$ contains the distinct terms $\{t_1, \ldots, t_m\}$ with associated frequencies $F = \{F_1, \ldots, F_m\}$. We denote the terms and their frequencies by $[Q, F]$. The total number of terms in the document (or document length) is denoted by $L = \sum_{j=1}^{m} F(i_j)$. Then, our goal is to model the posterior probability that the document $T$ belongs to class $i$, given that it contains the terms in $Q$ with the associated frequencies $F$. The Bayes probability of class $i$ can be modeled by using the following sampling process:

- If we sampled $L$ terms sequentially from the term distribution of one of the randomly chosen classes (allowing repetitions) to create the term set $T$, and the final outcome for sampled set $T$ is the set $Q$ with the corresponding frequencies $F$, then what is the posterior probability that we had originally picked class $i$ for sampling? The a-priori probability of picking class $i$ is equal to its fractional presence in the collection.

The aforementioned probability is denoted by $P(C^T = i | T = [Q, F])$. An assumption that is commonly used in these models is that the length of the document is independent of the class label. While it is easily possible to generalize the method, so that the document length is used as a prior, independence is usually assumed for simplicity. As in the previous case, we need to estimate two values in order to compute the Bayes posterior.

1. What is the prior probability that a set $T$ is a sample from the term distribution of class $i$? This probability is denoted by $P(C^T = i)$.

2. If we sampled $L$ terms from the term distribution of class $i$ (with repetitions), then what is the probability that our sampled set $T$ is the set $Q$ with associated frequencies $F$? This probability is denoted by $P(T = [Q, F] | C^T = i)$. 
Then, the Bayes rule can be applied to this case as follows:

\[
P(C^T = i | T = [Q, F]) = \frac{P(C^T = i) \cdot P(T = [Q, F] | C^T = i)}{P(T = [Q, F])}
\]

\[
\propto P(C^T = i) \cdot P(T = [Q, F] | C^T = i).
\] (11.11)

As in the previous case, it is not necessary to compute the denominator, \(P(T = [Q, F])\), for the purpose of deciding the class label for \(Q\). The value of the probability \(P(C^T = i)\) can be estimated as the fraction of documents belonging to class \(i\). The computation of \(P([Q, F] | C^T = i)\) is more complicated. When we consider the sequential order of the \(L\) different samples, the number of possible ways to sample the different terms so as to result in the outcome \([Q, F]\) is given by \(\frac{L!}{\prod_{j=1}^{m} F_j!}\). The probability of each of these sequences is given by \(\prod_{t_j \in Q} P(t_j \in T)^{F_j}\), by using the naive independence assumption. Therefore, we have:

\[
P(T = [Q, F] | C^T = i) = \frac{L!}{\prod_{j=1}^{m} F_j!} \cdot \prod_{t_j \in Q} P(t_j \in T)^{F_j}.
\] (11.12)

We can substitute Equation 11.12 in Equation 11.11 to obtain the class with the highest Bayes posterior probability, where the class priors are computed as in the previous case, and the probabilities \(P(t_j \in T | C^T = i)\) can also be easily estimated as previously with Laplacian smoothing [144]. Note that for the purpose of choosing the class with the highest posterior probability, we do not really have to compute \(\frac{L!}{\prod_{j=1}^{m} F_j!}\), as it is a constant not depending on the class label (i.e., the same for all the classes). We also note that the probabilities of class absence are not present in the above equations because of the way in which the sampling is performed.

A number of different variations of the multinomial model have been proposed in [61, 82, 96, 109, 111, 117]. In the work [109], it is shown that a category hierarchy can be leveraged to improve the estimate of multinomial parameters in the naive Bayes classifier to significantly improve classification accuracy. The key idea is to apply shrinkage techniques to smooth the parameters for data-sparse child categories with their common parent nodes. As a result, the training data of related categories are essentially “shared” with each other in a weighted manner, which helps improve the robustness and accuracy of parameter estimation when there are insufficient training data for each individual child category. The work in [108] has performed an extensive comparison between the Bernoulli and the multinomial models on different corpora, and the following conclusions were presented:

- The multi-variate Bernoulli model can sometimes perform better than the multinomial model at small vocabulary sizes.

- The multinomial model outperforms the multi-variate Bernoulli model for large vocabulary sizes, and almost always beats the multi-variate Bernoulli when vocabulary size is chosen optimally for both. On the average a 27% reduction in error was reported in [108].

The afore-mentioned results seem to suggest that the two models may have different strengths, and may therefore be useful in different scenarios.

### 11.5.3 Mixture Modeling for Text Classification

We note that the afore-mentioned Bayes methods simply assume that each component of the mixture corresponds to the documents belonging to a class. A more general interpretation is one in which the components of the mixture are created by a clustering process, and the class membership probabilities are modeled in terms of this mixture. Mixture modeling is typically used for unsupervised (probabilistic) clustering or topic modeling, though the use of clustering can also help
in enhancing the effectiveness of probabilistic classifiers [98, 117]. These methods are particularly useful in cases where the amount of training data is limited. In particular, clustering can help in the following ways:

- The Bayes method implicitly estimates the word probabilities $P(t_j \in T | C^T = i)$ of a large number of terms in terms of their fractional presence in the corresponding component. This is clearly noisy. By treating the clusters as separate entities from the classes, we now only need to relate (a much smaller number of) cluster membership probabilities to class probabilities. This reduces the number of parameters and greatly improves classification accuracy [98].

- The use of clustering can help in incorporating unlabeled documents into the training data for classification. The premise is that unlabeled data is much more copiously available than labeled data, and when labeled data is sparse, it should be used in order to assist the classification process. While such unlabeled documents do not contain class-specific information, they do contain a lot of information about the clustering behavior of the underlying data. This can be very useful for more robust modeling [117], when the amount of training data is low. This general approach is also referred to as co-training [10, 17, 45].

The common characteristic of both methods [98, 117] is that they both use a form of supervised clustering for the classification process. While the goal is quite similar (limited training data), the approach used for this purpose is quite different. We will discuss both of these methods in this section.

In the method discussed in [98], the document corpus is modeled with the use of supervised word clusters. In this case, the $k$ mixture components are clusters that are correlated to, but are distinct from the $k$ groups of documents belonging to the different classes. The main difference from the Bayes method is that the term probabilities are computed indirectly by using clustering as an intermediate step. For a sampled document $T$, we denote its class label by $C^T \in \{1 \ldots k\}$, and its mixture component by $M^T \in \{1 \ldots k\}$. The $k$ different mixture components are essentially word-clusters whose frequencies are generated by using the frequencies of the terms in the $k$ different classes. This ensures that the word clusters for the mixture components are correlated to the classes, but they are not assumed to be drawn from the same distribution. As in the previous case, let us assume that the $A$ document contains the set of words $Q$. Then, we would like to estimate the probability $P(T = Q | C^T = i)$ for each class $i$. An interesting variation of the work in [98] from the Bayes approach is that it does not attempt to determine the posterior probability $P(C^T = i | T = Q)$. Rather, it simply reports the class with the highest likelihood $P(T = Q | C^T = i)$. This is essentially equivalent to assuming, in the Bayes approach, that the prior distribution of each class is the same.

The other difference of the approach is in terms of how the value of $P(T = Q | C^T = i)$ is computed. As before, we need to estimate the value of $P(t_j \in T | C^T = i)$, according to the naive Bayes rule. However, unlike the standard Bayes classifier, this is done very indirectly with the use of mixture modeling. Since the mixture components do not directly correspond to the class, this term can only be estimated by summing up the expected value over all the mixture components:

$$P(t_j \in T | C^T = i) = \sum_{s=1}^{k} P(t_j \in T | M^T = s) \cdot P(M^T = s | C^T = i).$$

(11.13)

The value of $P(t_j \in T | M^T = s)$ is easy to estimate by using the fractional presence of term $t_j$ in the $s$th mixture component. The main unknown here is the set of model parameters $P(M^T = s | C^T = i)$. Since a total of $k$ classes and $k$ mixture-components are used, this requires the estimation of only $k^2$ model parameters, which is typically quite modest for a small number of classes. An EM-approach has been used in [98] in order to estimate this small number of model parameters in a robust way. It is important to understand that the work in [98] is an interesting combination of
supervised topic modeling (dimensionality reduction) and Bayes classification after reducing the effective dimensionality of the feature space to a much smaller value by clustering. The scheme works well because of the use of supervision in the topic modeling process, which ensures that the use of an intermediate clustering approach does not lose information for classification. We also note that in this model, the number of mixtures can be made to vary from the number of classes. While the work in [98] does not explore this direction, there is really no reason to assume that the number of mixture components is the same as the number of classes. Such an assumption can be particularly useful for data sets in which the classes may not be contiguous in the feature space, and a natural clustering may contain far more components than the number of classes.

Next, we will discuss the second method [117], which uses unlabeled data. The approach in [117] uses the unlabeled data in order to improve the training model. Why should unlabeled data help in classification at all? In order to understand this point, recall that the Bayes classification process effectively uses \( k \) mixture components, which are assumed to be the \( k \) different classes. If we had an infinite amount of training data, it would be possible to create the mixture components, but it would not be possible to assign labels to these components. However, the most data-intensive part of modeling the mixture is that of determining the shape of the mixture components. The actual assignment of mixture components to class labels can be achieved with a relatively small number of class labels. It has been shown in [30] that the accuracy of assigning components to classes increases exponentially with the number of labeled samples available. Therefore, the work in [117] designs an EM-approach [44] to simultaneously determine the relevant mixture model and its class assignment.

It turns out that the EM-approach, as applied to this problem, is quite simple to implement. It has been shown in [117] that the EM-approach is equivalent to the following iterative methodology. First, a naive Bayes classifier is constructed by estimating the model parameters from the labeled documents only. This is used in order to assign probabilistically weighted class labels to the unlabeled documents. Then, the Bayes classifier is reconstructed, except that we also use the newly labeled documents in the estimation of the underlying model parameters. We again use this classifier to reclassify the (originally unlabeled) documents. The process is continually repeated till convergence is achieved. This process is in many ways similar to pseudo-relevance feedback in information retrieval where a portion of top-ranked documents returned from an initial round of retrieval would be assumed to be relevant document examples (may be weighted), which can then be used to learn an improved query representation for improving ranking of documents in the next round of retrieval [150].

The ability to significantly improve the quality of text classification with a small amount of labeled data, and the use of clustering on a large amount of unlabeled data, has been a recurring theme in the text mining literature. For example, the method in [141] performs purely unsupervised clustering (with no knowledge of class labels), and then as a final step assigns all documents in the cluster to the dominant class label of that cluster (as an evaluation step for the unsupervised clustering process in terms of its ability in matching clusters to known topics). It has been shown that this approach is able to achieve a comparable accuracy of matching clusters to topics as a supervised naive Bayes classifier trained over a small data set of about 1000 documents. Similar results were obtained in [55] where the quality of the unsupervised clustering process was shown to be comparable to an SVM classifier that was trained over a small data set.

\(^{5}\)In a supervised application, the last step would require only a small number of class labels in the cluster to be known to determine the dominant label very accurately.
11.6 Linear Classifiers

Linear Classifiers are those for which the output of the linear predictor is defined to be \( p = \mathbf{A} \cdot \mathbf{X} + b \), where \( \mathbf{X} = (x_1 \ldots x_n) \) is the normalized document word frequency vector, \( \mathbf{A} = (a_1 \ldots a_n) \) is a vector of linear coefficients with the same dimensionality as the feature space, and \( b \) is a scalar. A natural interpretation of the predictor \( p = \mathbf{A} \cdot \mathbf{X} + b \) in the discrete scenario (categorical class labels) would be as a separating hyperplane between the different classes. Support Vector Machines [36, 145] are a form of classifiers that attempt to determine “good” linear separators between the different classes. One characteristic of linear classifiers is that they are closely related to many feature transformation methods (such as the Fisher discriminant), which attempt to use these directions in order to transform the feature space, and then use other classifiers on this transformed feature space [59, 65, 113]. Thus, linear classifiers are intimately related to linear feature transformation methods as well.

Regression modeling (such as the least squares method) is a more direct and traditional statistical method for text classification. However, it is generally used in cases where the target variable to be learned is numerical rather than categorical, though logistic regression [116] is commonly used for text classification (indeed, classification in general). A number of methods have been proposed in the literature for adapting such methods to the case of text data classification [155]. A comparison of different linear regression techniques for classification, including SVM, may be found in [159].

Finally, simple neural networks are also a form of linear classifiers, since the function computed by a set of neurons is essentially linear. The simplest form of neural network, known as the perceptron (or single layer network) is essentially designed for linear separation, and works well for text. However, by using multiple layers of neurons, it is also possible to generalize the approach for non-linear separation. In this section, we will discuss the different linear methods for text classification.

11.6.1 SVM Classifiers

Support vector machines are generally defined for binary classification problems. Therefore, the class variable \( y_i \) for the \( i \)th training instance \( \mathbf{X}_i \) is assumed to be drawn from \( \{-1, +1\} \). One advantage of the SVM method is that since it attempts to determine the optimum direction of discrimination in the feature space by examining the appropriate combination of features, it is quite robust to high dimensionality. It has been noted in [74] that text data is ideally suited for SVM classification because of the sparse high-dimensional nature of text, in which few features are irrelevant, but they tend to be correlated with one another and generally organized into linearly separable categories. We note that it is not necessary to use a linear function for the SVM classifier. Rather, with the kernel trick [7], SVM can construct a non-linear decision surface in the original feature space by mapping the data instances non-linearly to an inner product space where the classes can be separated linearly with a hyperplane.

The most important criterion, which is commonly used for SVM classification, is that of the maximum margin hyperplane. In order to understand this point, consider the case of linearly separable data illustrated in Figure 11.1(a). Two possible separating hyperplanes, with their corresponding support vectors and margins have been illustrated in the figure. It is evident that one of the separating hyperplanes has a much larger margin than the other, and is therefore more desirable because of its greater generality for unseen test examples. Therefore, one of the important criteria for support vector machines is to achieve maximum margin separation of the hyperplanes.

In general, it is assumed for \( d \) dimensional data that the separating hyperplane is of the form \( \mathbf{W} \cdot \mathbf{X} + b = 0 \). Here \( \mathbf{W} \) is a \( d \)-dimensional vector representing the coefficients of the hyperplane of separation, and \( b \) is a constant. Without loss of generality, it may be assumed (because of appropriate coefficient scaling) that the two symmetric support vectors have the form \( \mathbf{W} \cdot \mathbf{X} + b = 1 \) and \( \mathbf{W} \cdot \mathbf{X} + b = -1 \).
\( \mathbf{x} + b = -1 \). The coefficients \( \mathbf{W} \) and \( b \) need to be learned from the training data \( \mathcal{D} \) in order to maximize the margin of separation between these two parallel hyperplanes. It can be shown from elementary linear algebra that the distance between these two hyperplanes is \( 2/|\mathbf{W}| \). Maximizing this objective function is equivalent to minimizing \( |\mathbf{W}|^2 / 2 \). The constraints are defined by the fact that the training data points for each class are on one side of the support vector. Therefore, these constraints are as follows:

\[
\begin{align*}
\mathbf{W} \cdot \mathbf{x}_i + b &\geq +1 \quad \forall i : y_i = +1 \\
\mathbf{W} \cdot \mathbf{x}_i + b &\leq -1 \quad \forall i : y_i = -1.
\end{align*}
\] (11.14) (11.15)

This is a constrained convex quadratic optimization problem, which can be solved using Lagrangian methods. In practice, an off-the-shelf optimization solver may be used to achieve the same goal.

In practice, the data may not be linearly separable. In such cases, soft-margin methods may be used. A slack \( \xi_i \geq 0 \) is introduced for training instance, and a training instance is allowed to violate the support vector constraint, for a penalty, which is dependent on the slack. This situation is illustrated in Figure 1.2(b). Therefore, the new set of constraints are now as follows:

\[
\begin{align*}
\mathbf{W} \cdot \mathbf{x}_i + b &\geq +1 - \xi_i \quad \forall i : y_i = +1 \\
\mathbf{W} \cdot \mathbf{x}_i + b &\leq -1 + \xi_i \quad \forall i : y_i = -1 \\
\xi_i &\geq 0.
\end{align*}
\] (11.16) (11.17) (11.18)

Note that additional non-negativity constraints also need to be imposed in the slack variables. The objective function is now \( |\mathbf{W}|^2 / 2 + C \cdot \sum_{i=1}^{n} \xi_i \). The constant \( C \) regulates the importance of the margin and the slack requirements. In other words, small values of \( C \) make the approach closer to soft-margin SVM, whereas large values of \( C \) make the approach more of the hard-margin SVM. It is also possible to solve this problem using off-the-shelf optimization solvers.

It is also possible to use transformations on the feature variables in order to design non-linear SVM methods. In practice, non-linear SVM methods are learned using kernel methods. The key idea here is that SVM formulations can be solved using only pairwise dot products (similarity values) between objects. In other words, the optimal decision about the class label of a test instance, from the solution to the quadratic optimization problem in this section, can be expressed in terms of the following:
1. Pairwise dot products of different training instances.

2. Pairwise dot product of the test instance and different training instances.

The reader is advised to refer to [143] for the specific details of the solution to the optimization formulation. The dot product between a pair of instances can be viewed as notion of similarity among them. Therefore, the aforementioned observations imply that it is possible to perform SVM classification, with pairwise similarity information between training data pairs and training-test data pairs. The actual feature values are not required.

This opens the door for using transformations, which are represented by their similarity values. These similarities can be viewed as kernel functions $K(X, Y)$, which measure similarities between the points $X$ and $Y$. Conceptually, the kernel function may be viewed as dot product between the pair of points in a newly transformed space (denoted by mapping function $\Phi(\cdot)$). However, this transformation does not need to be explicitly computed, as long as the kernel function (dot product) $K(X, Y)$ is already available:

$$K(X, Y) = \Phi(X) \cdot \Phi(Y). \tag{11.19}$$

Therefore, all computations can be performed in the original space using the dot products implied by the kernel function. Some interesting examples of kernel functions include the Gaussian radial basis function, polynomial kernel, and hyperbolic tangent, which are listed below in the same order.

$$K(X_i, X_j) = e^{-||X_i - X_j||^2 / 2\sigma^2}. \tag{11.20}$$

$$K(X_i, X_j) = (X_i \cdot X_j + 1)^h. \tag{11.21}$$

$$K(X_i, X_j) = \tanh(kX_i \cdot X_j - \delta). \tag{11.22}$$

These different functions result in different kinds of nonlinear decision boundaries in the original space, but they correspond to a linear separator in the transformed space. The performance of a classifier can be sensitive to the choice of the kernel used for the transformation. One advantage of kernel methods is that they can also be extended to arbitrary data types, as long as appropriate pairwise similarities can be defined.

The first set of SVM classifiers, as adapted to the text domain, were proposed in [74–76]. A deeper theoretical study of the SVM method has been provided in [77]. In particular, it has been shown why the SVM classifier is expected to work well under a wide variety of circumstances. This has also been demonstrated experimentally in a few different scenarios. For example, the work in [49] applied the method to email data for classifying it as spam or non-spam data. It was shown that the SVM method provides much more robust performance as compared to many other techniques such as boosting decision trees, the rule based RIPPER method, and the Rocchio method. The SVM method is flexible and can easily be combined with interactive user-feedback methods [123].

The major downside of SVM methods is that they are slow. Our discussion in this section shows that the problem of finding the best separator is a Quadratic Programming problem. The number of constraints is proportional to the number of data points. This translates directly into the number of Lagrangian relaxation variables in the optimization problem. This can sometimes be slow, especially for high dimensional domains such as text. It has been shown [51] that by breaking a large Quadratic Programming problem (QP problem) into a set of smaller problems, an efficient solution can be derived for the task.

A number of other methods have been proposed to scale up the SVM method for the special structure of text. A key characteristic of text is that the data is high dimensional, but an individual document contains very few features from the full lexicon. In other words, the number of non-zero features is small. A number of different approaches have been proposed to address these issues. The first approach [78], referred to as SVMLight, shares a number of similarities with [51]. The first approach also breaks down the quadratic programming problem into smaller subproblems. This achieved by using a working set of Lagrangian variables, which are optimized, while keeping the
other variables fixed. The choice of variables to select is based on the gradient of the objective function with respect to these variables. This approach does not, however, fully leverage the sparsity of text. A second approach, known as SVMPerf [79] also leverages the sparsity of text data. This approach reduces the number of slack variables in the quadratic programming formulation, while increasing the constraints. A cutting plane algorithm is used to solve the optimization problem efficiently. The approach is shown to require $O(n \cdot s)$ time, where $n$ is the number of training examples, and $s$ is the average number of non-zero features per training document. The reader is referred to Chapter 10 on big-data classification, for a detailed discussion of this approach. The SVM approach has also been used successfully [52] in the context of a hierarchical organization of the classes, as often occurs in Web data. In this approach, a different classifier is built at different positions of the hierarchy.

SVM methods are very popular and tend to have high accuracy in the text domain. Even the linear SVM works rather well for text in general, though the specific accuracy is obviously data-set dependent. An introduction to SVM methods may be found in [36, 40, 62, 132, 133, 145]. Kernel methods for support vector machines are discussed in [132].

### 11.6.2 Regression-Based Classifiers

Regression modeling is a method that is commonly used in order to learn the relationships between real-valued attributes. Typically, these methods are designed for real valued attributes, as opposed to binary attributes. This, however, is not an impediment to its use in classification, because the binary value of a class may be treated as a rudimentary special case of a real value, and some regression methods such as logistic regression can also naturally model discrete response variables.

An early application of regression to text classification is the Linear Least Squares Fit (LLSF) method [155], which works as follows. Suppose the predicted class label is $p_i = \mathbf{X}_i \cdot \mathbf{b} + b$, and $y_i$ is known to be the true class label, then our aim is to learn the values of $A$ and $b$, such that the Linear Least Squares Fit (LLSF) $\sum_{i=1}^{n} (p_i - y_i)^2$ is minimized. In practice, the value of $b$ is set to 0 for the learning process. Let $P$ be a $1 \times n$ vector of binary values indicating the binary class to which the corresponding class belongs. Thus, if $X$ is the $n \times d$ term-matrix, then we wish to determine the $1 \times d$ vector of regression coefficients $A$ for which $||A \cdot X^T - P||$ is minimized, where $||\cdot||$ represents the Froebinus norm. The problem can be easily generalized from the binary class scenario to the multi-class scenario with $k$ classes, by using $P$ as a $k \times n$ matrix of binary values. In this matrix, exactly one value in each column is 1, and the corresponding row identifier represents the class to which that instance belongs. Similarly, the set $A$ is a $k \times d$ vector in the multi-class scenario. The LLSF method has been compared to a variety of other methods [153, 155, 159], and has been shown to be very robust in practice.

A more natural way of modeling the classification problem with regression is the logistic regression classifier [116], which differs from the LLSF method in that the objective function to be optimized is the likelihood function. Specifically, instead of using $p_i = \mathbf{X}_i \cdot \mathbf{b}$ directly to fit the true label $y_i$, we assume that the probability of observing label $y_i$ is:

$$p(C = y_i|X_i) = \frac{\exp(\mathbf{A} \cdot \mathbf{X}_i + b)}{1 + \exp(\mathbf{A} \cdot \mathbf{X}_i + b)}.$$

This gives us a conditional generative model for $y_i$ given $X_i$. Putting it in another way, we assume that the logit transformation of $p(C = y_i|X_i)$ can be modeled by the linear combination of features of the instance $X_i$, i.e.,

$$\log \frac{p(C = y_i|X_i)}{1 - p(C = y_i|X_i)} = \mathbf{A} \cdot \mathbf{X}_i + b.$$

Thus logistic regression is also a linear classifier as the decision boundary is determined by a linear function of the features. In the case of binary classification, $p(C = y_i|X_i)$ can be used to determine
the class label (e.g., using a threshold of 0.5). In the case of multi-class classification, we have \( p(C = y_i|X_i) \propto \exp(\mathbf{A} \cdot X_i + b) \), and the class label with the highest value according to \( p(C = y_i|X_i) \) would be assigned to \( X_i \). Given a set of training data points \( \{(X_1,y_1),\ldots,(X_n,y_n)\} \), the logistic regression classifier can be trained by choosing parameters \( \mathbf{A} \) to maximize the conditional likelihood \( \prod_{i=1}^{n} p(y_i|X_i) \).

In some cases, the domain knowledge may be of the form where some sets of words are more important than others for a classification problem. For example, in a classification application, we may know that certain domain-words (Knowledge Words (KW)) may be more important to classification of a particular target category than other words. In such cases, it has been shown [43] that it may be possible to encode such domain knowledge into the logistic regression model in the form of a prior on the model parameters and use Bayesian estimation of model parameters.

It is clear that the regression classifiers are extremely similar to the SVM model for classification. Indeed, since LLSF, Logistic Regression, and SVM are all linear classifiers, they are thus identical at a conceptual level; the main difference among them lies in the details of the optimization formulation and implementation. As in the case of SVM classifiers, training a regression classifier also requires an expensive optimization process. For example, fitting LLSF requires expensive matrix computations in the form of a singular value decomposition process.

### 11.6.3 Neural Network Classifiers

Neural networks attempt to simulate biological systems, corresponding to the human brain. In the human brain, neurons are connected to one another via points, which are referred to as synapses. In biological systems, learning is performed by changing the strength of the synaptic connections, in response to impulses.

This biological analogy is retained in an artificial neural network. The basic computation unit in an artificial neural network is a neuron or unit. These units can be arranged in different kinds of architectures by connections between them. The most basic architecture of the neural network is a perceptron, which contains a set of input nodes and an output node. The output unit receives a set of inputs from the input units. There are \( d \) different input units, which is exactly equal to the dimensionality of the underlying data. The data is assumed to be numerical. Categorical data may need to be transformed to binary representations, and therefore the number of inputs may be larger. The output node is associated with a set of weights \( \mathbf{W} \), which are used in order to compute a function \( f(\cdot) \) of its inputs. Each component of the weight vector is associated with a connection from the input unit to the output unit. The weights can be viewed as the analogue of the synaptic strengths in biological systems. In the case of a perceptron architecture, the input nodes do not perform any computations. They simply transmit the input attribute forward. Computations are performed only at the output nodes in the basic perceptron architecture. The output node uses its weight vector along with the input attribute values in order to compute a function of the inputs. A typical function, which is computed at the output nodes, is the signed linear function:

\[
    z_i = \text{sign}(\mathbf{W} \cdot \mathbf{X}_i + b).
\]

The output is a predicted value of the binary class variable, which is assumed to be drawn from \( \{-1,+1\} \). The notation \( b \) denotes the bias. Thus, for a vector \( \mathbf{X}_i \) drawn from a dimensionality of \( d \), the weight vector \( \mathbf{W} \) should also contain \( d \) elements. Now consider a binary classification problem, in which all labels are drawn from \( \{+1,-1\} \). We assume that the class label of \( X_i \) is denoted by \( y_i \). In that case, the sign of the predicted function \( z_i \) yields the class label. Thus, the goal of the approach is to learn the set of weights \( \mathbf{W} \) with the use of the training data, so as to minimize the least squares error \( (y_i - z_i)^2 \). The idea is that we start off with random weights and gradually update them, when a mistake is made by applying the current function on the training example. The magnitude of the update is regulated by a learning rate \( \lambda \). This update is similar to the updates in gradient descent,
which are made for least-squares optimization. In the case of neural networks, the update function is as follows.

$$W_{t+1} = W_t + \lambda(y_i - z_i)X_i$$

(11.24)

Here, $W_t$ is the value of the weight vector in the $t$th iteration. It is not difficult to show that the incremental update vector is related to the negative gradient of $(y_i - z_i)^2$ with respect to $W$. It is also easy to see that updates are made to the weights only when mistakes are made in classification. When the outputs are correct, the incremental change to the weights is zero. The overall perceptron algorithm is illustrated below.

**Perceptron Algorithm**

**Inputs:** Learning Rate: $\lambda$

Training Data $(X_i, y_i) \forall i \in \{1 ... n\}$

- Initialize weight vectors in $W$ and $b$ to small random numbers

repeat

- Apply each training data to the neural network to check if the sign of $W \cdot X_i + b$ matches $y_i$;
  - if sign of $W \cdot X_i + b$ does not match $y_i$, then
    - update weights $W$ based on learning rate $\lambda$

until weights in $W$ converge

The similarity to support vector machines is quite striking, in the sense that a linear function is also learned in this case, and the sign of the linear function predicts the class label. In fact, the perceptron model and support vector machines are closely related, in that both are linear function approximators. In the case of support vector machines, this is achieved with the use of maximum margin optimization. In the case of neural networks, this is achieved with the use of an incremental learning algorithm, which is approximately equivalent to least squares error optimization of the prediction.

The constant $\lambda$ regulates the learning rate. The choice of learning rate is sometimes important, because learning rates that are too small will result in very slow training. On the other hand, if the learning rates are too fast, this will result in oscillation between suboptimal solutions. In practice, the learning rates are fast initially, and then allowed to gradually slow down over time. The idea here is that initially large steps are likely to be helpful, but are then reduced in size to prevent oscillation between suboptimal solutions. For example, after $t$ iterations, the learning rate may be chosen to be proportional to $1/t$.

The aforementioned discussion was based on the simple perceptron architecture, which can model only linear relationships. A natural question arises as to how a neural network may be used, if all the classes may not be neatly separated from one another with a linear separator. For example,
in Figure 11.2, we have illustrated an example in which the classes may not be separated with the use of a single linear separator. The use of multiple layers of neurons can be used in order to induce such non-linear classification boundaries. The effect of such multiple layers is to induce multiple piece-wise linear boundaries, which can be used to approximate enclosed regions belonging to a particular class. In such a network, the outputs of the neurons in the earlier layers feed into the neurons in the later layers. The training process of such networks is more complex, as the errors need to be back-propagated over different layers. Some examples of such classifiers include those discussed in [87, 126, 146, 153]. However, the general observation [135, 149] for text has been that linear classifiers generally provide comparable results to non-linear data, and the improvements of non-linear classification methods are relatively small. This suggests that the additional complexity of building more involved non-linear models does not pay for itself in terms of significantly better classification.

In practice, the neural network is arranged in three layers, referred to as the input layer, hidden layer, and the output layer. The input layer only transmits the inputs forward, and therefore, there are really only two layers to the neural network, which can perform computations. Within the hidden layer, there can be any number of layers of neurons. In such cases, there can be an arbitrary number of layers in the neural network. In practice, there is only one hidden layer, which leads to a two-layer network. The perceptron can be viewed as a very special kind of neural network, which contains only a single layer of neurons (corresponding to the output node). Multilayer neural networks allow the approximation of nonlinear functions, and complex decision boundaries, by an appropriate choice of the network topology, and non-linear functions at the nodes. In these cases, a logistic or sigmoid function, known as a squashing function, is also applied to the inputs of neurons in order to model non-linear characteristics. It is possible to use different non-linear functions at different nodes. Such general architectures are very powerful in approximating arbitrary functions in a neural network, given enough training data and training time. This is the reason that neural networks are sometimes referred to as universal function approximators.

In the case of single layer perceptron algorithms, the training process is easy to perform by using a gradient descent approach. The major challenge in training multilayer networks is that it is no longer known for intermediate (hidden layer) nodes what their “expected” output should be. This is only known for the final output node. Therefore, some kind of “error feedback” is required, in order to determine the changes in the weights at the intermediate nodes. The training process proceeds in two phases, one of which is in the forward direction, and the other is in the backward direction.

1. **Forward Phase:** In the forward phase, the activation function is repeatedly applied to propagate the inputs from the neural network in the forward direction. Since the final output is supposed to match the class label, the final output at the output layer provides an error value, depending on the training label value. This error is then used to update the weights of the output layer, and propagate the weight updates backwards in the next phase.

2. **Backpropagation Phase:** In the backward phase, the errors are propagated backwards through the neural network layers. This leads to the updating of the weights in the neurons of the different layers. The gradients at the previous layers are learned as a function of the errors and weights in the layer ahead of it. The learning rate \( \lambda \) plays an important role in regulating the rate of learning.

In practice, any arbitrary function can be approximated well by a neural network. The price of this generality is that neural networks are often quite slow in practice. They are also sensitive to noise, and can sometimes overfit the training data.

The previous discussion assumed only binary labels. It is possible to create a \( k \)-label neural network, by either using a multiclass “one-versus-all” meta-algorithm, or by creating a neural network architecture in which the number of output nodes is equal to the number of class labels. Each output represents prediction to a particular label value. A number of implementations of neural network methods have been studied in [41, 102, 115, 135, 149], and many of these implementations
are designed in the context of text data. It should be pointed out that both neural networks and SVM classifiers use a linear model that is quite similar. The main difference between the two is in how the optimal linear hyperplane is determined. Rather than using a direct optimization methodology, neural networks use a mistake-driven approach to data classification [41]. Neural networks are described in detail in [15, 66].

11.6.4 Some Observations about Linear Classifiers

While the different linear classifiers have been developed independently from one another in the research literature, they are surprisingly similar at a basic conceptual level. Interestingly, these different lines of work have also resulted in a number of similar conclusions in terms of the effectiveness of the different classifiers. We note that the main difference between the different classifiers is in terms of the details of the objective function that is optimized, and the iterative approach used in order to determine the optimum direction of separation. For example, the SVM method uses a Quadratic Programming (QP) formulation, whereas the LLSF method uses a closed-form least-squares formulation. On the other hand, the perceptron method does not try to formulate a closed-form objective function, but works with a softer iterative hill climbing approach. This technique is essentially inherited from the iterative learning approach used by neural network algorithms. However, its goal remains quite similar to the other two methods. Thus, the differences between these methods are really at a detailed level, rather than a conceptual level, in spite of their very different research origins.

Another general observation about these methods is that all of them can be implemented with non-linear versions of their classifiers. For example, it is possible to create non-linear decision surfaces with the SVM classifier, just as it is possible to create non-linear separation boundaries by using layered neurons in a neural network [153]. However, the general consensus has been that the linear versions of these methods work very well, and the additional complexity of non-linear classification does not tend to pay for itself, except for some special data sets. The reason for this is perhaps because text is a high dimensional domain with highly correlated features and small non-negative values on sparse features. For example, it is hard to easily create class structures such as that indicated in Figure 11.2 for a sparse domain such as text containing only small non-negative values on the features. On the other hand, the high dimensional nature of correlated text dimensions is especially suited to classifiers that can exploit the redundancies and relationships between the different features in separating out the different classes. Common text applications have generally resulted in class structures that are linearly separable over this high dimensional domain of data. This is one of the reasons that linear classifiers have shown an unprecedented success in text classification.

11.7 Proximity-Based Classifiers

Proximity-based classifiers essentially use distance-based measures in order to perform the classification. The main thesis is that documents which belong to the same class are likely to be close to one another based on similarity measures such as the dot product or the cosine metric [131]. In order to perform the classification for a given test instance, two possible methods can be used:

- We determine the $k$-nearest neighbors in the training data to the test instance. The majority (or most abundant) class from these $k$ neighbors are reported as the class label. Some examples of such methods are discussed in [31, 63, 155]. The choice of $k$ typically ranges between 20 and
40 in most of the afore-mentioned work, depending upon the size of the underlying corpus. In practice, it is often set empirically using cross validation.

- We perform training data aggregation during pre-processing, in which clusters or groups of documents belonging to the same class are created. A representative meta-document is created from each group. The same $k$-nearest neighbor approach is applied as discussed above, except that it is applied to this new set of meta-documents (or generalized instances [88]) rather than to the original documents in the collection. A pre-processing phase of summarization is useful in improving the efficiency of the classifier, because it significantly reduces the number of distance computations. In some cases, it may also boost the accuracy of the technique, especially when the data set contains a large number of outliers. Some examples of such methods are discussed in [64, 88, 125].

A method for performing nearest neighbor classification in text data is the WHIRL method discussed in [31]. The WHIRL method is essentially a method for performing soft similarity joins on the basis of text attributes. By soft similarity joins, we refer to the fact that the two records may not be exactly the same on the joined attribute, but may be approximately similar based on a pre-defined notion of similarity. It has been observed in [31] that any method for performing a similarity-join can be adapted as a nearest neighbor classifier, by using the relevant text documents as the joined attributes.

One observation in [155] about nearest neighbor classifiers was that feature selection and document representation play an important part in the effectiveness of the classification process. This is because most terms in large corpora may not be related to the category of interest. Therefore, a number of techniques were proposed in [155] in order to learn the associations between the words and the categories. These are then used to create a feature representation of the document, so that the nearest neighbor classifier is more sensitive to the classes in the document collection. A similar observation has been made in [63], in which it has been shown that the addition of weights to the terms (based on their class-sensitivity) significantly improves the underlying classifier performance. The nearest neighbor classifier has also been extended to the temporally-aware scenario [130], in which the timeliness of a training document plays a role in the model construction process. In order to incorporate such factors, a temporal weighting function has been introduced in [130], which allows the importance of a document to gracefully decay with time.

For the case of classifiers that use grouping techniques, the most basic among such methods is that proposed by Rocchio in [125]. In this method, a single representative meta-document is constructed from each of the representative classes. For a given class, the weight of the term $t_k$ is the normalized frequency of the term $t_k$ in documents belonging to that class, minus the normalized frequency of the term in documents which do not belong to that class. Specifically, let $f_p^k$ be the expected weight of term $t_k$ in a randomly picked document belonging to the positive class, and $f_n^k$ be the expected weight of term $t_k$ in a randomly picked document belonging to the negative class. Then, for weighting parameters $\alpha_p$ and $\alpha_n$, the weight $f_{rocchio}^k$ is defined as follows:

$$f_{rocchio}^k = \alpha_p \cdot f_p^k - \alpha_n \cdot f_n^k \quad (11.25)$$

The weighting parameters $\alpha_p$ and $\alpha_n$ are picked so that the positive class has much greater weight as compared to the negative class. For the relevant class, we now have a vector representation of the terms $(f_{rocchio}^1, f_{rocchio}^2, \cdots, f_{rocchio}^n)$. This approach is applied separately to each of the classes, in order to create a separate meta-document for each class. For a given test document, the closest meta-document to the test document can be determined by using a vector-based dot product or other similarity metric. The corresponding class is then reported as the relevant label. The main distinguishing characteristic of the Rocchio method is that it creates a single profile of the entire class. This class of methods is also referred to as the Rocchio framework. The main disadvantage of this method is that if a single class occurs in multiple disjoint clusters that are not very well
connected in the data, then the centroid of these examples may not represent the class behavior very well. This is likely to be a source of inaccuracy for the classifier. The main advantage of this method is its extreme simplicity and efficiency; the training phase is linear in the corpus size, and the number of computations in the testing phase are linear to the number of classes, since all the documents have already been aggregated into a small number of classes. An analysis of the Rocchio algorithm, along with a number of different variations may be found in [74].

In order to handle the shortcomings of the Rocchio method, a number of classifiers have also been proposed [2, 19, 64, 88], which explicitly perform the clustering of each of the classes in the document collection. These clusters are used in order to generate class-specific profiles. These profiles are also referred to as generalized instances in [88]. For a given test instance, the label of the closest generalized instance is reported by the algorithm. The method in [19] is also a centroid-based classifier, but is specifically designed for the case of text documents. The work in [64] shows that there are some advantages in designing schemes in which the similarity computations take account of the dependencies between the terms of the different classes.

We note that the nearest neighbor classifier can be used in order to generate a ranked list of categories for each document. In cases where a document is related to multiple categories, these can be reported for the document, as long as a thresholding method is available. The work in [157] studies a number of thresholding strategies for the $k$-nearest neighbor classifier. It has also been suggested in [157] that these thresholding strategies can be used to understand the thresholding strategies of other classifiers that use ranking classifiers.

11.8 Classification of Linked and Web Data

In recent years, the proliferation of the Web and social network technologies has led to a tremendous amount of document data, which are expressed in the form of linked networks. The simplest example of this is the Web, in which the documents are linked to one another with the use of hyperlinks. Social networks can also be considered a noisy example of such data, because the comments and text profiles of different users are connected to one another through a variety of links. Linkage information is quite relevant to the classification process, because documents of similar subjects are often linked together. This observation has been used widely in the collective classification literature [14], in which a subset of network nodes are labeled, and the remaining nodes are classified on the basis of the linkages among the nodes.

In general, a content-based network may be denoted by $G = (N, A, C)$, where $N$ is the set of nodes, $A$ is the set of edges between the nodes, and $C$ is a set of text documents. Each node in $N$ corresponds to a text document in $C$, and it is possible for a document to be empty, when the corresponding node does not contain any content. A subset of the nodes in $N$ are labeled. This corresponds to the training data. The classification problem in this scenario is to determine the labels of the remaining nodes with the use of the training data. It is clear that both the content and structure can play a useful and complementary role in the classification process.

An interesting method for combining linkage and content information for classification was discussed in [25]. In this paper, a hypertext categorization method was proposed, which uses the content and labels of neighboring Web pages for the classification process. When the labels of all the nearest neighbors are available, a Bayesian method can be adapted easily for classification purposes. Just as the presence of a word in a document can be considered a Bayesian feature for a text classifier, the presence of a link between the target page and a page for which the label is known can be considered a feature for the classifier. The real challenge arises when the labels of all
the nearest neighbors are not available. In such cases, a relaxation labeling method was proposed in order to perform the classification. Two methods have been proposed in this work:

- **Fully Supervised Case of Radius One Enhanced Linkage Analysis:** In this case, it is assumed that all the neighboring class labels are known. In such a case, a Bayesian approach is utilized in order to treat the labels on the nearest neighbors as features for classification purposes. In this case, the linkage information is the sole information that is used for classification purposes.

- **When the class labels of the nearest neighbors are not known:** In this case, an iterative approach is used for combining text and linkage based classification. Rather than using the pre-defined labels (which are not available), we perform a first labeling of the neighboring documents with the use of document content. These labels are then used to classify the label of the target document, with the use of both the local text and the class labels of the neighbors. This approach is used iteratively for re-defining the labels of both the target document and its neighbors until convergence is achieved.

The conclusion from the work in [25] is that a combination of text and linkage based classification always improves the accuracy of a text classifier. Even when none of the neighbors of the document have known classes, it always seemed to be beneficial to add link information to the classification process. When the class labels of all the neighbors are known, the advantages of using the scheme seem to be quite significant.

Another relaxation labeling method for graph-based document classification is proposed in [5]. In this technique, the probability that the end points of a link take on a particular pair of class labels is quantified. We refer to this as the **link-class pair probability**. The posterior probability of classification of a node \( T \) into class \( i \) is expressed as the sum of the probabilities of pairing all possible class labels of the neighbors of \( T \) with class label \( i \). We note a significant percentage of these (exponential number of) possibilities are pruned, since only the currently most probable\(^6\) labelings are used in this approach. For this purpose, it is assumed that the class labels of the different neighbors of \( T \) (while dependent on \( T \)) are independent of each other. This is similar to the naive assumption, which is often used in Bayes classifiers. Therefore, the probability for a particular combination of labels on the neighbors can be expressed as the product of the corresponding link-class pair probabilities. The approach starts off with the use of a standard content-based Bayes or SVM classifier in order to assign the initial labels to the nodes. Then, an iterative approach is used to refine the labels, by using the most probable label estimations from the previous iteration in order to refine the labels in the current iteration. We note that the link-class pair probabilities can

---

\(^6\)In the case of **hard labeling**, the single most likely labeling is used, whereas in the case of **soft labeling**, a small set of possibilities is used.
be estimated as the smoothed fraction of edges in the last iteration that contains a particular pair of classes as the end points (hard labeling), or it can also be estimated as the average product of node probabilities over all edges which take on that particular class pair (soft labeling). This approach is repeated to convergence.

Another method that uses a naive Bayes classifier to enhance link-based classification is proposed in [118]. This method incrementally assigns class labels, starting off with a temporary assignment and then gradually making them permanent. The initial class assignment is based on a simple Bayes expression based on both the terms and links in the document. In the final categorization, the method changes the term weights for Bayesian classification of the target document with the terms in the neighborhood of the current document. This method uses a broad framework which is similar to that in [25], except that it differentiates between the classes in the neighborhood of a document in terms of their influence on the class label of the current document. For example, documents for which the class label was either already available in the training data, or for which the algorithm has performed a final assignment, have a different confidence weighting factor than those documents for which the class label is currently temporarily assigned. Similarly, documents that belong to a completely different subject (based on content) are also removed from consideration from the assignment. Then, the Bayesian classification is performed with the re-computed weights, so that the document can be assigned a final class label. By using this approach the technique is able to compensate for the noise and inconsistencies in the link structures among different documents.

One major difference between the work in [25] and [118] is that the former is focused on using link information in order to propagate the labels, whereas the latter attempts to use the content of the neighboring pages. Another work along this direction, which uses the content of the neighboring pages more explicitly, is proposed in [121]. In this case, the content of the neighboring pages is broken up into different fields such as titles, anchor text, and general text. The different fields are given different levels of importance, which is learned during the classification process. It was shown in [121] that the use of title fields and anchor fields is much more relevant than the general text. This accounts for much of the accuracy improvements demonstrated in [121].

The work in [3] proposes a method for dynamic classification in text networks with the use of a random-walk method. The key idea in the work is to transform the combination of structure and
content in the network into a pure network containing only content. Thus, we transform the original network \( G = (N,A,C) \) into an augmented network \( G^A = (N \cup N_c, A \cup A_c) \), where \( N_c \) and \( A_c \) are an additional set of nodes and edges added to the original network. Each node in \( N_c \) corresponds to a distinct word in the lexicon. Thus, the augmented network contains the original structural nodes \( N \), and a new set of word nodes \( N_c \). The added edges in \( A_c \) are undirected edges added between the structural nodes \( N \) and the word nodes \( N_c \). Specifically, an edge \((i,j)\) is added to \( A_c \), if the word \( i \in N_c \) occurs in the text content corresponding to the node \( j \in N \). Thus, this network is semi-bipartite, in that there are no edges between the different word nodes. An illustration of the semi-bipartite content-structure transformation is provided in Figure 11.3.

It is important to note that once such a transformation has been performed, any of the collective classification methods [14] can be applied to the structural nodes. In the work in [3], a random-walk method has been used in order to perform the collective classification of the underlying nodes. In this method, repeated random walks are performed starting at the unlabeled nodes that need to be classified. The random walks are defined only on the structural nodes, and each hop may either be a structural hop or a content hop. We perform \( f \) different random walks, each of which contains \( h \) nodes. Thus, a total of \( l \cdot h \) nodes are encountered in the different walks. The class label of this node is predicted to be the label with the highest frequency of presence in the different \( l \cdot h \) nodes encountered in the different walks. The error of this random walk-based sampling process has been bounded in [14]. In addition, the method in [14] can be adapted to dynamic content-based networks, in which the nodes, edges, and their underlying content continuously evolve over time. The method in [3] has been compared to that proposed in [23] (based on the implementation in [106]), and it has been shown that the classification methods of [14] are significantly superior.

Another method for classification of linked text data is discussed in [160]. This method designs two separate regularization conditions; one is for the text-only classifier (also referred to as the local classifier), and the other is for the link information in the network structure. These regularizers are expressed in the terms of the underlying kernels; the link regularizer is related to the standard graph regularizer used in the machine learning literature, and the text regularizer is expressed in terms of the kernel gram matrix. These two regularization conditions are combined in two possible ways. One can either use linear combinations of the regularizers, or linear combinations of the associated kernels. It was shown in [160] that both combination methods perform better than either pure structure-based or pure text-based methods. The method using a linear combination of regularizers was slightly more accurate and robust than the method that used a linear combination of the kernels.

A method in [38] designs a classifier that combines a naive Bayes classifier (on the text domain), and a rule-based classifier (on the structural domain). The idea is to invent a set of predicates, which are defined in the space of links, pages, and words. A variety of predicates (or relations) are defined depending upon the presence of the word in a page, linkages of pages to each other, the nature of the anchor text of the hyperlink, and the neighborhood words of the hyperlink. These essentially encode the graph structure of the documents in the form of boolean predicates, and can also be used to construct relational learners. The main contribution in [38] is to combine the relational learners on the structural domain with the naive Bayes approach in the text domain. We refer the reader to [38, 39] for the details of the algorithm, and the general philosophy of such relational learners.

One of the interesting methods for collective classification in the context of email networks was proposed in [29]. The technique in [29] is designed to classify speech acts in email. Speech acts essentially characterize whether an email refers to a particular kind of action (such as scheduling a meeting). It has been shown in [29] that the use of sequential thread-based information from the email is very useful for the classification process. An email system can be modeled as a network in several ways, one of which is to treat an email as a node, and the edges as the thread relationships between the different emails. In this sense, the work in [29] devises a network-based mining procedure that uses both the content and the structure of the email network. However, this work is rather specific to the case of email networks, and it is not clear whether the technique can be adapted (effectively) to more general networks.
A different line of solutions to such problems, which are defined on a heterogeneous feature space, is to use latent space methods in order to simultaneously homogenize the feature space, and also determine the latent factors in the underlying data. The resulting representation can be used in conjunction with any of the text classifiers that are designed for latent space representations. A method in [162] uses a matrix factorization approach in order to construct a latent space from the underlying data. Both supervised and unsupervised methods were proposed for constructing the latent space from the underlying data. It was then shown in [162] that this feature representation provides more accurate results, when used in conjunction with an SVM-classifier.

Finally, a method for Web page classification is proposed in [138]. This method is designed for using intelligent agents in Web page categorization. The overall approach relies on the design of two functions that correspond to scoring Web pages and links respectively. An advice language is created, and a method is proposed for mapping advice to neural networks. It is has been shown in [138] how this general purpose system may be used in order to find home pages on the Web.

11.9 Meta-Algorithms for Text Classification

Meta-algorithms play an important role in classification strategies because of their ability to enhance the accuracy of existing classification algorithms by combining them, or making a general change in the different algorithms to achieve a specific goal. Typical examples of classifier meta-algorithms include bagging, stacking, and boosting [50]. Some of these methods change the underlying distribution of the training data, others combine classifiers, and yet others change the algorithms in order to satisfy specific classification criteria. We will discuss these different classes of methods in this section.

11.9.1 Classifier Ensemble Learning

In this method, we use combinations of classifiers in conjunction with a voting mechanism in order to perform the classification. The idea is that since different classifiers are susceptible to different kinds of overtraining and errors, a combination classifier is likely to yield much more robust results. This technique is also sometimes referred to as stacking or classifier committee construction.

Ensemble learning has been used quite frequently in text categorization. Most methods simply use weighted combinations of classifier outputs (either in terms of scores or ranks) in order to provide the final classification result. For example, the work by Larkey and Croft [91] used weighted linear combinations of the classifier scores or ranks. The work by Hull [70] used linear combinations of probabilities for the same goal. A linear combination of the normalized scores was used for classification [158]. The work in [99] used classifier selection techniques and voting in order to provide the final classification result. Some examples of such voting and selection techniques are as follows:

- In a binary-class application, the class label that obtains the majority vote is reported as the final result.
- For a given test instance, a specific classifier is selected, depending upon the performance of the classifiers that are closest to that test instance.
- A weighted combination of the results from the different classifiers are used, where the weight is regulated by the performance of the classifier on validation instances that are most similar to the current test instance.
The last two methods above try to select the final classification in a smarter way by discriminating between the performances of the classifiers in different scenarios. The work by [89] used category-averaged features in order to construct a different classifier for each category.

The major challenge in ensemble learning is to provide the appropriate combination of classifiers for a particular scenario. Clearly, this combination can significantly vary with the scenario and the data set. In order to achieve this goal, the method in [12] proposes a method for probabilistic combination of text classifiers. The work introduces a number of variables known as reliability variables in order to regulate the importance of the different classifiers. These reliability variables are learned dynamically for each situation, so as to provide the best classification.

### 11.9.2 Data Centered Methods: Boosting and Bagging

While ensemble techniques focus on combining different classifiers, data-centered methods such as boosting and bagging typically focus on training the same classifier on different parts of the training data in order to create different models. For a given test instance, a combination of the results obtained from the use of these different models is reported. Another major difference between ensemble-methods and boosting methods is that the training models in a boosting method are not constructed independently, but are constructed sequentially. Specifically, after \( i \) classifiers are constructed, the \((i + 1)\)th classifier is constructed on those parts of the training data that the first \( i \) classifiers are unable to accurately classify. The results of these different classifiers are combined together carefully, where the weight of each classifier is typically a function of its error rate. The most well known meta-algorithm for boosting is the AdaBoost algorithm [56]. Such boosting algorithms have been applied to a variety of scenarios such as decision tree learners, rule-based systems, and Bayesian classifiers [57, 71, 85, 114, 134, 137].

We note that boosting is also a kind of ensemble learning methodology, except that we train the same model on different subsets of the data in order to create the ensemble. One major criticism of boosting is that in many data sets, some of the training records are noisy, and a classification model should be resistant to overtraining on the data. Since the boosting model tends to weight the error-prone examples more heavily in successive rounds, this can cause the classification process to be more prone to overfitting. This is particularly noticeable in the case of noisy data sets. Some recent results have suggested that all convex boosting algorithms may perform poorly in the presence of noise [103]. These results tend to suggest that the choice of boosting algorithm may be critical for a successful outcome, depending upon the underlying data set.

Bagging methods [21] are generally designed to reduce the model overfitting error that arises during the learning process. The idea in bagging is to pick bootstrap samples (samples with replacement) from the underlying collection, and train the classifiers in these samples. The classification results from these different samples are then combined together in order to yield the final result. Bagging methods are generally used in conjunction with decision trees, though these methods can be used in principle with any kind of classifier. The main criticism of the bagging method is that it can sometimes lead to a reduction in accuracy because of the smaller size of each individual training sample. Bagging is useful only if the model is unstable to small details of the training algorithm, because it reduces the overfitting error. An example of such an algorithm would be the decision tree model, which is highly sensitive to how the higher levels of the tree are constructed in a high dimensional feature space such as text. The main goal in bagging methods is to reduce the variance component of the underlying classifier.

### 11.9.3 Optimizing Specific Measures of Accuracy

We note that the use of the absolute classification accuracy is not the only measure that is relevant to classification algorithms. For example, in skewed-class scenarios, as often arise in the context of applications such as fraud detection, and spam filtering, it is more costly to misclassify examples
of one class than another. For example, while it may be tolerable to misclassify a few spam emails (thereby allowing them into the inbox), it is much more undesirable to incorrectly mark a legitimate email as spam. Cost-sensitive classification problems also naturally arise in cases in which one class is more rare than the other, and it is therefore more desirable to identify the rare examples. In such cases, it is desirable to optimize the cost-weighted accuracy of the classification process. We note that many of the broad techniques that have been designed for non-textual data [48, 50, 53] are also applicable to text data, because the specific feature representation is not material to how standard algorithms are modified to the cost-sensitive case. A good understanding of cost-sensitive classification both for the textual and non-textual case may be found in [4, 48, 53]. Some examples of how classification algorithms may be modified in straightforward ways to incorporate cost-sensitivity are as follows:

- In a decision-tree, the split condition at a given node tries to maximize the accuracy of its children nodes. In the cost-sensitive case, the split is engineered to maximize the cost-sensitive accuracy.

- In rule-based classifiers, the rules are typically quantified and ordered by measures corresponding to their predictive accuracy. In the cost-sensitive case, the rules are quantified and ordered by their cost-weighted accuracy.

- In Bayesian classifiers, the posterior probabilities are weighted by the cost of the class for which the prediction is made.

- In linear classifiers, the optimum hyperplane separating the classes is determined in a cost-weighted sense. Such costs can typically be incorporated in the underlying objective function. For example, the least-square error in the objective function of the LLSF method can be weighted by the underlying costs of the different classes.

- In a $k$-nearest neighbor classifier, we report the cost-weighted majority class among the $k$ nearest neighbors of the test instance.

We note that the use of a cost-sensitive approach is essentially a change of the objective function of classification, which can also be formulated as an optimization problem. While the standard classification problem generally tries to optimize accuracy, the cost-sensitive version tries to optimize a cost-weighted objective function. A more general approach was proposed in [58] in which a meta-algorithm was proposed for optimizing a specific figure of merit such as the accuracy, precision, recall, or $F_1$-measure. Thus, this approach generalizes this class of methods to any arbitrary objective function, making it essentially an objective-centered classification method. A generalized probabilistic descent algorithm (with the desired objective function) is used in conjunction with the classifier of interest in order to derive the class labels of the test instance. The work in [58] shows the advantages of using the technique over a standard SVM-based classifier.

### 11.10 Leveraging Additional Training Data

In this class of methods, additional labeled or unlabeled data are used to enhance classification. While the use of additional unlabeled training data was discussed briefly in the section on Bayes classification, this section will discuss it in more detail. Both these methods are used when there is a direct paucity of the underlying training data. In the case of transfer learning (to be discussed later), additional training (labeled) data from a different domain or problem are used to supervise the classification process. On the other hand, in the case of semi-supervised learning, unlabeled data
are used to enhance the classification process. These methods are briefly described in this section. A survey on transfer learning methods may be found in [68].

### 11.10.1 Semi-Supervised Learning

Co-training and semi-supervised learning methods improve the effectiveness of learning methods with the use of unlabeled data [112]. In domains such as text, unlabeled data is copious and freely available from many sources such as the Web. On the other hand, it is much harder to obtain labeled data. The main difference of semi-supervised learning from transfer learning methods is that unlabeled data with the same features is used in the former, whereas external labeled data (possibly from a different source) is used in the latter. A key question arises as to why unlabeled data should improve the effectiveness of classification in any way, when it does not provide any additional labeling knowledge. The reason for this is that unlabeled data provides a good idea of the manifolds in which the data is embedded, as well as the density structure of the data in terms of the clusters and sparse regions. The key assumption is that the classification labels exhibit a smooth variation over different parts of the manifold structure of the underlying data. This manifold structure can be used to determine feature correlations, and joint feature distributions, which are very helpful for classification. The semi-supervised setting is also sometimes referred to as the transductive setting, when all the unlabeled examples need to be specified together with the labeled training examples.

The motivation of semisupervised learning is that knowledge of the dense regions in the space and correlated regions of the space are helpful for classification. Consider the two-class example illustrated in Figure 11.4(a), in which only a single training example is available for each class. In such a case, the decision boundary between the two classes is the straight line perpendicular to the one joining the two classes. However, suppose that some additional unsupervised examples are available, as illustrated in Figure 11.4(b). These unsupervised examples are denoted by “x”. In such a case, the decision boundary changes from Figure 11.4(a). The major assumption here is that the classes vary less in dense regions of the training data, because of the smoothness assumption. As a result, even though the added examples do not have labels, they contribute significantly to improvements in classification accuracy.

In this example, the correlations between feature values were estimated with unlabeled training data. This has an intuitive interpretation in the context of text data, where joint feature distributions can be estimated with unlabeled data. For example, consider a scenario where training data is available about predicting whether a document is in the “politics” category. It may be possible that the word “Obama” (or some of the less common words) may not occur in any of the (small number of) training documents. However, the word “Obama” may often co-occur with many features of the
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“politics” category in the unlabeled instances. Thus, the unlabeled instances can be used to learn the relevance of these less common features to the classification process, especially when the amount of available training data is small.

Similarly, when the data are clustered, each cluster in the data is likely to predominantly contain data records of one class or the other. The identification of these clusters only requires unsupervised data rather than labeled data. Once the clusters have been identified from unlabeled data, only a small number of labeled examples are required in order to determine confidently which label corresponds to which cluster. Therefore, when a test example is classified, its clustering structure provides critical information for its classification process, even when a smaller number of labeled examples are available. It has been argued in [117] that the accuracy of the approach may increase exponentially with the number of labeled examples, as long as the assumption of smoothness in label structure variation holds true. Of course, in real life, this may not be true. Nevertheless, it has been shown repeatedly in many domains that the addition of unlabeled data provides significant advantages for the classification process. An argument for the effectiveness of semi-supervised learning, which uses the spectral clustering structure of the data, may be found in [18]. In some domains such as graph data, semisupervised learning is the only way in which classification may be performed. This is because a given node may have very few neighbors of a specific class.

Text classification from labeled and unlabeled documents uses EM. Semi-supervised methods are implemented in a wide variety of ways. Some of these methods directly try to label the unlabeled data in order to increase the size of the training set. The idea is to incrementally add the most confidently predicted label to the training data. This is referred to as self training. Such methods have the downside that they run the risk of overfitting. For example, when an unlabeled example is added to the training data with a specific label, the label might be incorrect because of the specific characteristics of the feature space, or the classifier. This might result in further propagation of the errors. The results can be quite severe in many scenarios.

Therefore, semisupervised methods need to be carefully designed in order to avoid overfitting. An example of such a method is co-training [17], which partitions the attribute set into two subsets, on which classifier models are independently constructed. The top label predictions of one classifier are used to augment the training data of the other, and vice-versa. Specifically, the steps of co-training are as follows:

1. Divide the feature space into two disjoint subsets $f_1$ and $f_2$.
2. Train two independent classifier models $M_1$ and $M_2$, which use the disjoint feature sets $f_1$ and $f_2$, respectively.
3. Add the unlabeled instance with the most confidently predicted label from $M_1$ to the training data for $M_2$ and vice-versa.
4. Repeat all the above steps.

Since the two classifiers are independently constructed on different feature sets, such an approach avoids overfitting. The partitioning of the feature set into $f_1$ and $f_2$ can be performed in a variety of ways. While it is possible to perform random partitioning of features, it is generally advisable to leverage redundancy in the feature set to construct $f_1$ and $f_2$. Specifically, each feature set $f_i$ should be picked so that the features in $f_j$ (for $j \neq i$) are redundant with respect to it. Therefore, each feature set represents a different view of the data, which is sufficient for classification. This ensures that the “confident” labels assigned to the other classifier are of high quality. At the same time, overfitting is avoided to at least some degree, because of the disjoint nature of the feature set used by the two classifiers. Typically, an erroneously assigned class label will be more easily detected by the disjoint feature set of the other classifier, which was not used to assign the erroneous label. For a test instance, each of the classifiers is used to make a prediction, and the combination
score from the two classifiers may be used. For example, if the naive Bayes method is used as the base classifier, then the product of the two classifier scores may be used.

The aforementioned methods are generic meta-algorithms for semi-supervised learning. It is also possible to design variations of existing classification algorithms such as the EM-method, or transductive SVM classifiers. EM-based methods [117] are very popular for text data. These methods attempt to model the joint probability distributions of the features and the labels with the use of partially supervised clustering methods. This allows the estimation of the conditional probabilities in the Bayes classifier to be treated as missing data, for which the EM-algorithm is very effective. This approach shows a connection between the partially supervised clustering and partially supervised classification problems. The results show that partially supervised classification is most effective when the clusters in the data correspond to the different classes. In transductive SVMs, the labels of the unlabeled examples are also treated as integer decision variables. The SVM formulation is modified in order to determine the maximum margin SVM, with the best possible label assignment of unlabeled examples. The SVM classifier has also been shown to be useful in large scale scenarios in which a large amount of unlabeled data and a small amount of labeled data is available [139]. This is essentially a semi-supervised approach because of its use of unlabeled data in the classification process. This technique is also quite scalable because of its use of a number of modified quasi-Newton techniques, which tend to be efficient in practice. Surveys on semi-supervised methods may be found in [27, 163].

11.10.2 Transfer Learning

As in the case of semi-supervised learning, transfer learning methods are used when there is a direct paucity of the underlying training data. However, the difference from semi-supervised learning is that, instead of using unlabeled data, labeled data from a different domain is used to enhance the learning process. For example, consider the case of learning the class label of Chinese documents, where enough training data is not available about the documents. However, similar English documents may be available, that contain training labels. In such cases, the knowledge in training data for the English documents can be transferred to the Chinese document scenario for more effective classification. Typically, this process requires some kind of “bridge” in order to relate the Chinese documents to the English documents. An example of such a “bridge” could be pairs of similar Chinese and English documents, though many other models are possible. In many cases, a small amount of auxiliary training data, in the form of labeled Chinese training documents, may also be available in order to further enhance the effectiveness of the transfer process. This general principle can also be applied to cross-category or cross-domain scenarios where knowledge from one classification category is used to enhance the learning of another category [120], or the knowledge from one data domain (e.g., text) is used to enhance the learning of another data domain (e.g., images) [42,120,121]. In the context of text data, transfer learning is generally applied in two different ways:

1. *Crosslingual Learning:* In this case, the documents from one language are transferred to the other. An example of such an approach is discussed in [11].

2. *Crossdomain learning:* In this case, knowledge from the text domain is typically transferred to multimedia, and vice-versa. An example of such an approach, which works between the text and image domain, is discussed in [119,121].

Broadly speaking, transfer learning methods fall into one of the following four categories:

1. *Instance-based Transfer:* In this case, the feature space of the two domains are highly overlapping; even the class labels may be the same. Therefore, it is possible to transfer knowledge from one domain to the other by simply re-weighting the features.
2. **Feature-based Transfer:** In this case, there may be some overlaps among the features, but a significant portion of the feature space may be different. Often, the goal is to perform a transformation of each feature set into a new low dimensional space, which can be shared across related tasks.

3. **Parameter-Based Transfer:** In this case, the motivation is that a good training model has typically learned a lot of structure. Therefore, if two tasks are related, then the structure can be transferred to learn the target task.

4. **Relational-Transfer Learning:** The idea here is that if two domains are related, they may share some similarity relations among objects. These similarity relations can be used for transfer learning across domains.

The major challenge in such transfer learning methods is that negative transfer can be caused in some cases when the side information used is very noisy or irrelevant to the learning process. Therefore, it is critical to use the transfer learning process in a careful and judicious way in order to truly improve the quality of the results. A survey on transfer learning methods may be found in [105], and a detailed discussion on this topic may be found in Chapter 21.

### 11.10.3 Active Learning

A different way of enhancing the classification process is to focus on label acquisition actively during the learning process, so as to enhance the training data. Most classification algorithms assume that the learner is a passive recipient of the data set, which is then used to create the training model. Thus, the data collection phase is cleanly separated out from modeling, and is generally not addressed in the context of model construction. However, data collection is costly, and is often the (cost) bottleneck for many classification algorithms. In active learning, the goal is to collect more labels during the learning process in order to improve the effectiveness of the classification process at a low cost. Therefore, the learning process and data collection process are tightly integrated with one another and enhance each other. Typically, the classification is performed in an interactive way with the learner providing well chosen examples to the user, for which the user may then provide labels.

In general, the examples are typically chosen for which the learner has the greatest level of uncertainty based on the current training knowledge and labels. This choice evidently provides the greatest additional information to the learner in cases where the greatest uncertainty exists about the current label. As in the case of semi-supervised learning, the assumption is that unlabeled data are copious, but acquiring labels for them is expensive. Therefore, by using the help of the learner in choosing the appropriate examples to label, it is possible to greatly reduce the effort involved in the classification process. Active learning algorithms often use support vector machines, because the latter is particularly good at determining the boundaries between the different classes. Examples that lie on these boundaries are good candidates to query the user, because the greatest level of uncertainty exists for these examples. Numerous criteria exist for training example choice in active learning algorithms, most of which try to either reduce the uncertainty in classification or reduce the error associated with the classification process. A survey on active learning methods may be found in [136]. Active learning is discussed in detail in Chapter 22.

### 11.11 Conclusions and Summary

The classification problem is one of the most fundamental problems in the machine learning and data mining literature. In the context of text data, the problem can also be considered similar to that of classification of discrete set-valued attributes, when the frequencies of the words are ignored.
The domains of these sets are rather large, as it comprises the entire lexicon. Therefore, text mining techniques need to be designed to effectively manage large numbers of elements with varying frequencies. Almost all the known techniques for classification such as decision trees, rules, Bayes methods, nearest neighbor classifiers, SVM classifiers, and neural networks have been extended to the case of text data. Recently, a considerable amount of emphasis has been placed on linear classifiers such as neural networks and SVM classifiers, with the latter being particularly suited to the characteristics of text data. In recent years, the advancement of Web and social network technologies have led to a tremendous interest in the classification of text documents containing links or other meta-information. Recent research has shown that the incorporation of linkage information into the classification process can significantly improve the quality of the underlying results.
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12.1 Introduction

Many machine classification problems resemble human decision making tasks, which are multimodal in nature. Humans have the capability to combine various types of sensory data and associate them with natural language entities. Complex decision tasks such as person identification often heavily depend on such synergy or fusion of different modalities. For that reason, much effort on machine classification methods goes into exploiting the underlying relationships among modalities and constructing an effective fusion algorithm. This is a fundamental step in the advancement of artificial intelligence, because the scope of learning algorithms is not limited to one type of sensory data.

This chapter is about multimedia classification, a decision making task involving several types of data such as audio, image, video (time sequence of images), and text. Although other modalities, e.g., haptic data, may fall into the category of multimedia, we only discuss audio, visual, and text because they represent a broad spectrum of both human decision tasks and machine learning applications.

12.1.1 Overview

Advances in modern digital media technologies has made generating and storing large amounts of multimedia data more feasible than ever before. The World Wide Web has become a huge, diverse, dynamic, and interactive medium for obtaining knowledge and sharing information. It is a rich and gigantic repository of multimedia data collecting a tremendous number of images, music, videos etc. The emerging need to understand large, complex, and information-rich multimedia contents on the Web is crucial to many data-intensive applications in the field of business, science, medical analysis, and engineering.

The Web (or a multimedia database in general) stores a large amount of data whose modality is divided into multiple categories including audio, video, image, graphics, speech, text, document, and hypertext, which contains text markups and linkages. Machine classification on the Web is an entire process of extracting and discovering knowledge from multimedia documents on a computer-based methodology. Figure 12.1 illustrates the general procedure for multimedia data learning.

Multimedia classification and predictive modeling are the most fundamental problems that resemble human decision making tasks. Unlike learning algorithms that focus within a single domain,
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FIGURE 12.1 (See color insert.): Flowchart of general multimedia learning process.

many questions are open in information fusion. Multimedia classification studies how to fuse dependent sources, modalities, or samples efficiently to achieve a lower classification error. Most of the learning algorithms can be applied to multimedia domain in a straightforward manner. However, the specificity of an individual model of data is still very significant in most real-world applications and multimedia system designs. To shed more light on the problems of multimedia classification, we will first introduce the three fundamental types of data including audio, visual, and text.

Audio and visual are essential sensory channels for humans to acquire information about the world. In multimedia classification, the fusion of audio and visual has been extensively studied, and achieved different levels of improvement in tasks including event detection, person identification, and speech recognition, when compared to methods based on only one modality. In this chapter we survey several important related topics and various existing audio-visual fusion methods.

Text is quite different from any sensory modality. It is in the form of natural language, a special medium for human to exchange knowledge. There is an unproven hypothesis in neuroscience that the human brain associates patterns observed in different sensory data to entities that are tied to basic units in natural language [43]. This hypothesis coincides with the recent efforts on ontology, a graphical knowledge representation that consists of abstract entities with semantically meaningful links, and learning algorithms to build the connection among natural language, ontology, and sensory data (mostly images).

In this chapter, we mainly focus on decision making from multi-modality of data in an application-oriented manner instead of illustrating different learning algorithms. The remainder of this chapter is organized as follows. In Section 12.2, we illustrate commonly used features for the three fundamental data types. Audio-visual fusion methods and potential applications are introduced in Section 12.3. Section 12.4 explains how to use ontological structure to enhance multimedia machine classification accuracy. We then discuss geographical classification using multimedia data in Section 12.5. Finally, we conclude this chapter and discuss future research directions in the field of Multimedia.

12.2 Feature Extraction and Data Pre-Processing

Existing learning algorithms in a variety of fields frequently rely on vectorized data, because each sample input can be easily expressed mathematically as an individual point abstracted in some
Euclidean space. Although in the modern digital world, data can be naturally represented as vectors, finding discriminative features in a meaningful feature space is extremely important. We call the process of studying meaningful data representation and discovering knowledge from the data as feature extraction.

FIGURE 12.2 (See color insert.): Time-domain waveform of the same speech from different persons [80].

In general, good features can make the learning problem trivial. Conversely, bad representations will make the problem unsolvable in the extreme case. A simple example in the context of speech recognition is illustrated in Figure 12.2. Both waveforms are exactly the same sentence spoken by different people. One can easily observe large deviations between the two, which make it difficult to visually determine whether the two signals indicate the same speech without the explicit help of professionals in the field. However, if we transfer them into the frequency domain using a short time Fourier Transform, the harmonics shown in Figure 12.3 on different frequencies over time are almost identical to each other. This simple example suggests that raw signal data is rarely used as input for machine classification algorithms. We now briefly introduce some common features that have been widely used in the multimedia community. This simple example demonstrates how raw signal data is quite limited in its ability to model the content that is relevant for machine classification algorithms.

12.2.1 Text Features

Text data preprocessing and feature extraction are very important for text categorization, a conventional classification task that assigns pre-defined categories to text content. However, unlike
images and audios, text documents do not have a natural feature representation. To alleviate the problem, the most popular and the simplest feature is a bag-of-words, which vectorizes the text documents. Bag-of-words feature extraction uses the relative frequency of occurrences of a set of keywords as a quantitative measure to convert each text document to a vector. The reason for using relative frequencies instead of absolute word counts is to reduce the effect of length difference among documents.

Furthermore, feature extraction usually involves some data preprocessing steps such as data cleaning and normalization. By removing unwanted details and “normalizing” data, learning performances can be significantly improved. For instance, in text documents, punctuation symbols and non-alphanumeric characters are usually filtered because they do not contribute to feature discrimination. Moreover, words that occur too frequently such as “the,” “a,” “is,” and “at” are also discarded because of their frequent prevalence in documents. The most common way to remove such common English words is by applying “stop-list” at the preprocessing stage. Another common trick to apply for data preprocessing is variant unifying. Variant refers to different forms of the same word, for example, “go,” “goes,” “went,” “gone,” and “going.” This can be solved by stemming. This corresponds to the replacement of these words by a standard one. More sophisticated methods can not only be applied to the words with the same semantic meaning, but also can improve discrimination by considering word co-occurrence. The interested reader can refer to Chapter 10 in this book.

12.2.2 Image Features

Compared to text features, image features are usually large. Consider a modern image taken from a smartphone, in which the typical resolution is five mega-pixels (2592 × 1936). Without any pre-processing or compression, each image will be vectorized into a 5,018,112-dimensional Euclidean space. Typical large-scale image classification problems deal with millions or tens of millions of image samples. The storage for data of this size is nearly infeasible for most commodity desktop hardware. Moreover, such a huge dimensionality will introduce the curse of dimensionality. An increase in the number of parameters leads to instability and overfitting problems in model estimation [7]. Image data preprocessing and feature extraction are usually application-specific. Common techniques for preprocessing image data include downsampling, converting RGB data to 256-level gray scale, and normalizing data vectors to unit length. For particular applications such as face recognition or object recognition, cropping the desired region and aligning each face/object image will boost the classification performance significantly.

One unique problem in image classification compared to text is the so-called semantic ambiguity or semantic gap. Machine classification uses high level concepts or labels to categorize different data. A good semantic understanding of the feature space is critical for classification. Text is a form of natural language, and a special medium for humans to exchange knowledge. Therefore, the semantics of the feature representation is clear. Unfortunately, in the case of image data, the semantic knowledge is hard to interpret. In other words, samples with similar high level features may be further apart, while samples from different classes may cluster together [53], [83].

In the field of image processing, computer vision and pattern recognition, bridging the semantic gap between high-level concepts and low-level feature representations has been studied for a long time. The most effective way is to extract features in an application-specific way. There is no such feature extraction method that will work universally for all classification topics. Some example features include color, shape, texture and spatial layout information. A simple example is classifying “sky” and “sea.” These two concepts are difficult to distinguish due to their resemblance in color. However their spatial layout in the image can be a useful tool for classification: sky often appears at the top of image, while sea is at the bottom.

Another characteristic difficulty for image categorization is that samples from the same class usually contain large variations. A typical example is that of images of a person’s face. Humans can easily distinguish between different people without having seen the person before. However,
this rather simple task is far more difficult for computer-based algorithms. The images of the same person in a database might have been taken under different conditions including viewpoint, lighting condition, image quality, occlusion, resolution, etc. Figure 12.4 illustrates huge differences for images of a previous US President.

![Image of President George W. Bush showing huge intra-person variations.](Figure_12.4)

Many sophisticated feature extraction and machine classification methods have been proposed in the image domain in recent years. In this subsection, we will mainly focus on the four fundamentals: color, texture, shape, and spatial relation.

1. **Color:** Color features are widely used in image classification to capture the spatial color distribution of each given image. Colors are defined on different color spaces. Commonly used color spaces include RGB, HSV, YCrCb, etc. These color spaces are very close to human perception, and detailed description on different color spaces can be found in [74]. Color-covariance, color histogram, color moments, and color coherence are all commonly used color features defined on these color spaces.

   One of the most widely used features in image classification is color. Images represent color data using color spaces such RGB, HSV, or YCrCb, each of which closely models human perception. A more detailed description of the different color spaces can be found in [74]. These spaces are often used when constructing color histograms or modeling color-covariance, color moments, and color coherence.

2. **Texture:** Texture features are designed for capturing a specific pattern appearing in an image. For objects containing certain textures on its surface (i.e. skin, clouds, trees, bricks, etc.), the extracted features provide important information for image classification. Some important texture features include Gabor filtering [100], wavelet transform [98], and other local statistical features [90], [50]. Some easily computable textural features based on graytone spatial dependencies can be found in [31]. There applications have been shown in category identification, photo-micrographs, panchromatic aerial photographs, and multi-spectral imagery.

3. **Shape:** The shape is a well-defined concept for extracting the information of desired objects in images. Shape features include Fourier descriptors, aspect ratio, circularity, moment invariants, consecutive boundary segments, etc. [65]. Despite the importance of shape features for classifying different objects, when compared with color and texture feature, shape is less efficient due to the difficulty of obtaining an accurate segmentation.
4. **Spatial Relation:** Besides the aforementioned image features, spatial location is also useful in region classification. Consider the previous example of an object’s spatial layout information for effective classification. Most of the existing work simply defines spatial location as “upper,” “bottom,” “top,” according to where the object appears in an image [34], [68]. If an image contains more than one object, relative spatial relationship is more important than absolute spatial location in deriving semantic features. The most common structure used to represent directional relationship between objects such as “left/right,” “up/down,” is 2D-string [17].

In recent years, the most efficient image features have included HOG (Histogram of Oriented Gradients) [22], SIFT (Scale Invariant Feature Transform) [54], and its variations [6, 10, 67]. They are local features, which characterize the visual content within a local range instead of the whole images. They are widely used in object detection, recognition, and retrieval. We briefly introduce these two popular features here.

1. **HOG:** The HOG is a descriptor that characterizes the object appearance and shape by evaluating the distribution of intensity gradients or edge directions. For an image, it is first divided into small spatial regions (called “cells”). For each cell, a 1-D histogram of gradient directions or edge orientations over the pixels of the cell is calculated [22]. The descriptor is then constructed by the combinations of these histograms, which encodes the local spatial information. To further improve the accuracy, the local histogram can be contrast-normalized by accumulating a measure of the intensity (referred as “energy”) over a larger spatial region (called “block”) of the image. In implementation, the cells and blocks on dense grids are generated by sliding windows at different scales.

   The key idea behind HOG is to find a “template” of the average shape for a certain type of targets (e.g., pedestrian), by “viewing” and picking up all the possible examples. The HOG descriptor works well in various tasks, due to its high computational efficiency. It can capture the local shapes, and the tolerance in translation and contrast. It is widely used in human face detection and object recognition.

2. **SIFT:** Scale Invariant Feature Transform [54] is the most widely used image feature in image classification, object detection, image matching, etc.. It detects the key points (referred to as “interest points”) in an image, and constructs a scale and rotation invariant descriptor for each interest point.

   SIFT corresponds to the detector and descriptor. First, in the detector, interesting points (also referred to as “key points”) are obtained by searching the points at which the DoG (difference of Gaussian) values assume extrema with respect to both the spatial coordinates in the image domain and the scale level in the scale space, inspired by the scale selection in scale space [48]. At each interest point detected, a position-dependent descriptor is calculated similarly to the HOG, but in a more sophisticated way.

   To achieve the scale invariance, the size of the local neighborhood (corresponds to the “block” size in HOG) is normalized according to the scale. To achieve the rotation invariance, the principal orientation is determined by counting all the orientations of gradients within its neighborhood, which is used to orient the grid. Finally, the descriptor is calculated with respect to the principal orientation. Figure 12.5 shows an example of the SIFT detectors and the matching between two different images.

   One of the most important extensions of SIFT is the Dense version of SIFT features [10]. Instead of detecting interest points in the first step, it samples points densely (e.g., in uniform grids) from the image, and assigns a scale for each point alternatively. It has been reported that in some situations Dense SIFT outperforms the original SIFT feature.
12.2.3 Audio Features

Unlike text and images, audio is a continuous media type. Audio data can be in the form of radio, speech, music, or spoken language. For the purpose of audio analysis and classification, low-level audio features of the sound signals should first be extracted. The frequency based features for audio classification can be grouped into three different categories: time-domain features, frequency domain features, and psycho-acoustic features [97].

1. **Time-domain features:**
   (a) *Short-time energy*: The energy of audio waveform within a frame.
   (b) *Energy statistics*: The energy statistics of a particular audio waveform usually includes mean, standard deviation, dynamic range, etc.
   (c) *Silence ratio*: The percentage of low-energy audio frames.
   (d) *Zero crossing rate (ZCR)*: ZCR is a commonly used temporal feature. It counts the number of times audio waves across zero axis within a frame.
   (e) *Pause rate*: The rate of stopping rate of speech due to separation of sentences.

2. **Frequency-domain features:**
   (a) *Pitch*: It measures the fundamental frequency of audio signals.
   (b) *Subband energy ratio*: It is a histogram-like energy distribution over different frequencies.
   (c) *Spectral statistics*: The most important spectral statistics are frequency centroid (FC) and bandwidth (BW). FC indicates weighted average of all frequency components of an audio frame. For a particular frame, BW is the weighted average of the squared difference between each frequency and its frequency centroid.

3. **Psycho-acoustic features:**
   (a) *Four-Hz modulation energy*: Usually, speech contains a characteristic energy modulation peak around the four hertz syllabic rate. It calculates the energy of four-Hz modulation.
   (b) *Spectral roll-off point*: The spectral roll-off point is used to identify voiced and unvoiced speech by calculating the 95 percent of the power spectrum.
Audio and visual data can be coherent in a unified learning framework. Utilizing different modalities of data could potentially enhance classification results. It is also related to video classification, since video itself contains both a visual and an audio component. The detailed methods will be discussed later in this chapter.

12.2.4 Video Features

Video classification is even more complicated than images, mainly because of the multiple data modalities involved. Video is typically treated as a continuous media composed of moving images, audios, and texts (such as scripts). A heuristic approach for video classification is to treat the visual and audio parts separately, and use fusion algorithms to combine the results into a final decision. For some types of audios such as news reports, and movies, the text information is also useful (e.g., subtitles, scripts). For instance, in the sports video event detection, both the visual (the detections of items such as the goal, players, ball, lines) and audio (e.g., the cheers from audience, the whistling from the referees) features are extracted and utilized in classification.

Without loss of generality we focus on the visual features widely used in video classifications in this subsection. Most visual features of images can be applied to videos, including color, textures, et al. As the popularity of local features, the combination of Bag-of-Word and SIFT descriptors is widely used in video classification, retrieval, and event detection [84], due to its high efficiency and robustness.

Moreover, the most important video information is the temporal axis. The movement in the spatial-temporal space forms motion. On the micro, various motion features have been proposed to capture the local movements of objects, e.g., Optical Flow [33] and STIP [44]. The behaviors are decomposed into basic movements consisting of motions. At the macro-level, the trajectory is widely adopted to classify events and analyze behaviors [96]. A detailed survey on the features used in automatic video classification is presented in [13].

12.3 Audio Visual Fusion

The idea of fusing audio and visual information is not a new one. In the early seventies, research was conducted on designing speech recognition systems with visual input. Later, the idea evolved into a rich field of study. The main motivation of audio visual fusion lies behind the bimodal nature of human perception, particularly speech perception. Demonstrated in early studies [88], humans utilize both audio and visual signals for decoding the speech contents. The McGurk effect found in [62], where the subjects tend to perceive the phoneme /da/ when the actual sound is /ga/ on a video of people saying /ba/, further implied the existence of a fusion mechanism. In speech recognition, the present of visual speech proved helpful for human subjects to interpret speech signals especially in noisy environments [88]. A widely accepted explanation is that the two information sources, audio and visual signals compensate each other to decode the correct speech, since ambiguities of different phonemes exist in each individual modality. For example, people often find it difficult to distinguish between the consonants /b/ and /d/ on the phone, i.e., with acoustic signal alone in the communication. Such confusion can be easily disambiguated with the visibility of lip movement. As the acoustic ambiguity goes higher with environmental noise, the visual signal becomes more beneficial for speech recognition. Beside speech recognition, fusion is also beneficial for other tasks in which the audio and visual information are correlated, e.g., person identification, event detection, and recognition.

In this section we describe the core fusion algorithms and briefly introduce some important applications.
12.3.1 Fusion Methods

The fusion of multiple information for decision making is a general research problem in its own right. For instance, in the case of Audio Visual Speech Recognition (AVSR), two modalities provide two information streams about the speech. While the decision can be made on each single modality, the goal of fusion is to have better decisions than both single modality-based decision makers. There is a theoretical justification of information fusion from a statistical learning point of view in [55].

Existing fusion approaches can be grouped into two categories: feature-level fusion and decision-level fusion, sometimes also referred to as early fusion and late fusion, respectively. The difference lies in the stage at which fusion occurs in the overall classification procedure. Feature-level fusion occurs at an early stage. It combines the audio and visual information into a joint feature space before the classification. On the other hand, decision-level fusion relies on multiple classifiers for each modality and combines the decisions into one.

Feature-level fusion searches for a transformation from the two individual feature spaces to a joint one, usually with a lower number of dimensions. The transformation is restricted to be linear in many existing methods, including plain feature concatenation [2], addition or multiplication weighting [16], followed by a linear dimensionality reduction, e.g., PCA or LDA. Nonlinear methods are often based on kernel learning. Recently, there is a new trend of using deep learning architectures for a nonlinear feature transformation, which has advanced the state of the art on several benchmarks [72].

Decision-level fusion has the advantage that it explicitly models the reliability of each modality. For different speech content and noise levels, the discriminative power of audio and visual information can be quite different. It is important to model reliability as well. The weighting of the likelihood or scores returned from unimodal classifiers is a common approach. In [55], a probabilistic justification is provided for weighting in the log likelihood domain, with the assumption of a mismatch between training and testing data. In practice, the weights can be set as equal [30], or tuned on validation dataset. Better performance is often achieved if the weights are adaptive (i.e., dynamically adjusted to different environments).

12.3.2 Audio Visual Speech Recognition

Automatic speech recognition (ASR) has been intensively studied in the past three decades. Recently, with the emergence of deep learning methods, significant improvements have been made to the performance of ASR in benchmark datasets and real world applications. However, current state-of-the-art ASR systems are still sensitive to the vast variations in speech, including the noise from different channels and environments. The robustness of ASR systems under noisy environments can be improved by additional signals that correlate with the speech. The most informative source among these signals is visual speech: the visual appearance of speech articulators, e.g., the lips. In the literature, ASR with additional visual speech input is refereed to as Audio Visual Speech Recognition (AVSR).

The structure of a typical AVSR system is depicted in Figure 12.6 as a flow chart. The raw audio/video signals from sensors first go though the acoustic and visual front end, respectively. The goal of the front end is to transform the signal into a more compact representation without losing much of the information (that is helpful for decoding the speech). At this point, information fusion is performed on the two modalities, and the combined information will be fed into the speech recognizer. Among the large number of AVSR systems in the past two decades, there are three major aspects [75] in which they differ: the visual front end, the fusion strategy, and the speech recognition method. Note that the acoustic front end is not mentioned here, because most AVSR systems adopt commonly used acoustic features in speech recognition. Similarly, the speech recognition methods are used directly from the speech recognition community, and differ only on different applications, e.g., small or large vocabulary recognition. In this section, we concentrated on large vocabulary speech recognition, because it is the more challenging task.
12.3.2.1 Visual Front End

The visual front end consists of a two-stage processing of the images. First, pose normalization is needed to extract the region of interest from facial images. Typically, the mouth region is highly correlated to speech. Then, the normalized images are further transformed into the desired feature representation. In the literature, a large variety of image processing and computer vision methods have been applied in the visual front end for AVSR. Some examples are face/mouth/lips detection and tracking, shape and appearance modeling for face/mouth, and global/local image features. The diversity of front end methods increase the difficulty in comparing different AVSR systems. So far, no single method has been proven to be strictly superior to others.

Normalization

Most pose normalization methods in AVSR extract lips from the image. The algorithms for lips localization mainly fall into two categories [76]. The first category makes use of the prior information about the whole face. Two representative methods are active shape model (ASM) and active appearance model (AAM) [19]. While the ASM represents the face as a set of landmarks, AAM further includes the textures inside the face boundary. These methods can be extended to 3D [24] to further normalize the out-of-plane head rotations. The other category only uses the local appearance around the lips [1]. The informative aspects of lips are the shape of outer and inner contours, and the image appearance inside the contours. Existing AVSR front ends can be shape-based [56], appearance-based (pixel) [61], or a combination of the two.

Robust pose normalization and part detection are, in general, difficult tasks. This is especially true in uncontrolled environments with varying illumination and background. Most of the current AVSR research simplifies the normalization stage by controlled environment and human labeling. For example, many audio visual speech corpora are recorded in limited pose variation and constant lighting settings [66]. The cropping window for mouth regions is usu-
ally provided, while other regions of the faces can be ignored in AVSR. The simplification of facial image processing helps AVSR researchers concentrate on feature design and audio visual fusion, and enable meaningful benchmarks for different methods.

Features The raw features after normalization can be classified as shape-based and appearance-based. Frequently used shape features are the geometric property of the lip contour, and model parameters of a parametric lip model. Appearance-based features take raw pixels from the region of interest from normalized face images.

As the typical dimension of image pixels is too large for the statistical modeling in a traditional speech recognizer, feature transforms are adopted to reduce the dimension. Some popular approaches are Principal Component Analysis (PCA) [26], Discrete Cosine Transform (DCT) [71], wavelet [77], Linear Discriminative Analysis (LDA) [61], etc. Although dimensionality reduction is not necessary for the contour based approaches, PCA is often applied for the purpose of more compact features. The combination of shape and appearance features can be viewed as another multimodal fusion task: each feature carries different information of the same source. In AVSR systems, direct concatenation is the commonly used approach [16].

12.3.2.2 Decision Fusion on HMM

A special property of the fusion for AVSR is that one needs to calculate the likelihood of a sequence instead of independent data samples. Therefore, assumptions about the temporal relationship between audio and visual streams are needed. Previous studies have found a lack of synchrony in audio visual signals of speech, because speech articulators often start to move to a ready position before the actual production of the sound [12]. Taking this into account, the two-stream audio visual
Hidden Markov Model is usually loosened to allow state asynchrony. The various types of HMMs proposed for the audio visual fusion have been summarized in [70] using the notion of a graphical model, as shown in Figure 12.7.

Theoretically, audio visual HMM is a special case of Dynamical Bayesian Model (DBN) with two observation streams. Various decision fusion methods differ in the statistical dependency among observation and hidden state streams, e.g., the edges in the DBN graph. The audio visual product HMM [70] assumes one hidden state stream and two conditional independent observation streams. Therefore, the states are synchronous, and the likelihoods are multiplied together. Factorial HMM [29] uses one hidden state stream for each modality but the two streams are assumed to be independent. The coupled HMM further imposes dependencies among audio and visual hidden states. Therefore, it has the capability to incorporate audio visual asynchrony, at least in theory.

12.3.3 Other Applications

Audio visual fusion is important in the context of a number of other multimedia classification tasks. For example, in the detection and recognition of high level events in video, a major challenge is to take cues from different modalities into account. Many major datasets for video event detection/recognition, including TRECVID [85], KTH Human Action Dataset [82], Columbia consumer video (CCV) database [63], etc, have audio. A comprehensive review of video event classification can be found in [64].

Audio visual fusion studies the joint distribution of the two modalities, or the conditional distribution related to a third modality. An example is the text in AVSR. Other aspects of the joint or conditional distribution can also lead to interesting applications, including but not limited to: audio visual speech synthesis [99], speech to lips conversion [11], lip reading, and sound source localization [39]. They often share some of the core techniques, e.g., visual front end, feature fusion, and decision fusion, as discussed in this section.

12.4 Ontology-Based Classification and Inference

In the field of computer vision and multimedia processing, the recognition of object categories in images or videos is one of the most challenging problems. Existing object recognition algorithms usually treat the categories as completely separate and independent, both visually and semantically. For example, the traditional way of performing object recognition is to first extract some low level features, e.g., SIFT [54], HOG [22], etc., and then perform multi-class classification with a set of binary SVM classifiers in the one-against-rest setting [102]. There are several disadvantages in the traditional scheme:

1. It is highly inefficient when the number of categories becomes large. This is often the case in real applications.

2. The relations between categories are ignored. Such relations do exist in real applications. For example, it is unreasonable to train a classifier to distinguish cars from vehicles. Furthermore, trucks and buses are more related to one another than trucks and cats.

3. Sometimes, the classes are high level concepts. As suggested in [15], it is difficult to capture the semantics of high level concepts by using low level features.

All the aforementioned points can be addressed by incorporating ontologies. Ontologies are a formal and explicit representation of knowledge that consists of a concept lexicon, concept properties, and relations among concepts [8]. A well-defined ontology provides a suitable format and a
common-shared terminology for knowledge description. Hierarchy is the simplest ontology, where each node represents one concept, and nodes are linked by directed edges representing the Subclass relation in a tree structure. Ontologies have already shown their usefulness in many application domains, such as Art Architecture Thesaurus (AAT) for art, and the Gene ontology [4] for healthcare.

Knowledge can be modeled by ontologies. For example, a car is a wheeled vehicle and a motorcycle is also a wheeled vehicle. Thus, both should incorporate a wheel. This means that one can determine semantic relationships between class labels that are assigned to the observed visual object instances during visual object recognition. In fact, humans use this knowledge when learning the visual appearance of the objects. For instance, when one encounters a new car model, it is not sensible to learn all the appearance details. It is enough to remember that it looks like a car, as well as the discriminative details. This can help in learning the visual appearance of new object types and speed up the recognition process. Both advantages are very desirable in object recognition.

Motivated by these ideas, some initial research has been done on utilizing different aspects of ontology for many applications. We first introduce some popular ontology applied in multimedia. Then, we provide more technical details for using the ontological relations. More specifically, the Subclass relation and Co-occurrence relation are described. We also include some algorithms that use the ontology inherently. Finally, we make some concluding remarks.

12.4.1 Popular Applied Ontology

One of the most popular semantic networks for the English language is WordNet [27]. It is a large lexical database of English. Nouns, verbs, adjectives and adverbs are grouped into sets of cognitive synonyms (synsets), each expressing a distinct concept. Synsets are interlinked by means of conceptual-semantic and lexical relations. The most frequently encoded relation among synsets is 1) the super-subordinate relation (also called hypernymy, hyponymy, or ISA relation); 2) Meronymy, the part-whole relation is present between synsets like chair and back, backrest, seat, and leg. WordNet’s structure makes it a useful tool for computational linguistics and natural language processing.

Several video ontologies have also been constructed for domain-specific videos. The most well-known one is LSCOM, developed by Naphade et al. [69]. There are about 1000 concepts in LSCOM, which are organized into seven categories: programs categories, locations, people, objects, activities/events, and graphics. LSCOM is well known for its multiple utility criteria, coverage, observability, and feasibility. Bertini et al. [8] developed a domain-specific ontology for soccer video annotation. They proposed a methodology to link the linguist ontology with visual information by clustering the video highlight clips, and regarded the cluster centers as linguistic concept instances. In [87], Snoek et al. introduced the challenge problem for video annotation, and defined 101 semantic concepts. To represent semantic concepts in medical education videos, Fan et.al. [57] constructed a medical ontology, including both concepts and hierarchical relations among concepts.

In addition, a few other complex multimedia ontological schemes have also been explored in the literature. Bloehdorn et al. [9] combined multimedia ontology with low-level MPEG-7 visual descriptions. Tsinaraki et al. [94] presented a novel way for the interoperability of Web Ontology Language (OWL) with MPEG-7 Multimedia Description Schemes (MPEG-7 MDS). However, many promising machine learning algorithms could not make full use of these ontological definitions, due to the lack of mathematical description of the ontologies.

12.4.2 Ontological Relations

An ontology is created by linking individual concepts with their mutual relations. Therefore, ontological relations are important for understanding the dependence of concepts. Much work has been done by utilizing different ontological relations. It has been shown that such prior knowledge
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12.4.2.1 Definition

The most applicable and frequently used relations are Subclass relations and Co-occurrence relations. The definition of the two relations are given as follows:

1. Subclass: also called hyperonymy, hyponymy, or “IS-A” relation. It links more general synsets such as furniture to increasingly specific ones such as bed.

2. Co-occurrence: It is a linguistics term that refers to the frequent occurrence of two terms from a text corpus alongside each other in a certain order. For example, indoor and furniture will typically be correlated by their occurrence in a corpus.

Ontology-based algorithms utilize one of the two relations, or both of them, according to specific applications. The ways that the relations are used are very different, and have their own pros and cons. We will then introduce these algorithms based on the type of relations they use.

12.4.2.2 Subclass Relation

Hierarchy is one of the simplest ontologies where nodes are linked by directed edges representing Subclass relations in a tree. Because of the hierarchical structure, the Subclass relation can improve the efficiency of algorithms when the number of categories is large, and possibly improve the accuracy.

Dumais [25] proposed a top-down divide-and-conquer method, which trains models only based on the samples associated with their children nodes. While testing, only test samples predicted as positive in the parent nodes are examined in the child nodes. The advantage of such a framework is that whenever the algorithm picks one edge to continue traversing the tree, it automatically prunes the rest of the edges. As a result, the search space and computational complexity are greatly reduced. The disadvantage is also obvious, in that it does not provide any mechanism to prevent error propagation from higher to lower-level nodes caused by its greedy decision process.

Deng et al. [23] introduced a new database called “ImageNet,” a large scale ontology of images built upon the backbone of the WordNet structure. Similar to WordNet, synsets of images in ImageNet are interlinked by several types of relations, the “IS-A” (Subclass) relation being the most comprehensive and useful. They also proposed a simple object classification method that they called the “tree-max classifier.” This method propagates the detection of low-level (concrete) concepts upwards to their high-level (abstract) ancestors. Their experiments showed that the performance of the tree-max classifier was consistently better than the independent classifier. This result indicates that a simple way of exploiting the Subclass hierarchy can already provide substantial improvement for the image classification task without additional training or model learning.

Tsai et al. [91] proposed a hierarchical image feature extraction method that extracts image features based on the location of the current node in the hierarchy to fit the images under the current node and to better distinguish its subclasses. The feature extraction method is based on Hierarchical Gaussianization (HG) and Discriminant Attribute Projection (DAP) [105]. Furthermore, they proposed to propagate the images according to the scores of the current node’s children nodes instead of the current node, which is an idea similar to the “tree-max classifier.”

Cai et al. [14] formulated the hierarchical classification problem in the tensor space and encoded the path from root concept to target concept by a fixed-length binary vector. The original classification task is then transformed to a multi-class classification problem. One problem with their algorithm is the scalability. The high dimensionality of the new representation in tensor space increases the complexity of the new problem, compared to the original one.
12.4.2.3 Co-Occurrence Relation

There is generally no unified ontological structure for the Co-occurrence relation. Therefore, the design of such algorithms is variable.

Li et al. [46] proposed a high-level image representation, called the “Object Bank,” where an image is represented as a scale-invariant response map of a large number of pre-trained generic object detectors, blind to the testing dataset or visual task. They leveraged a simple linear hypothesis classifier combined with a sparse-coding scheme to ensure both feature sparsity and object sparsity in the Object Bank representation, and also to grasp the semantic relations among these Objects (concepts).

Similarly, Smith et al. [86] proposed a two-step Discriminative Model Fusion (DMF) method for video annotation, which attempted to mine the relations among concepts by generating model vectors, based on detection of scores from individual detectors. The model vectors are then fed to a contextual Support Vector Machine (SVM) to refine the detection.

Tsai et al. [92] proposed a novel representation, called Compositional Object Pattern. This representation characterizes object-level patterns conveying much richer semantic information than low level visual features. Such an approach can help in more effective album classification, by interpreting the rich semantics in this kind of data. They first mined frequent object patterns in the training set, and then ranked them by their discriminating power. The album feature is then set to the frequencies of these discriminative patterns. Such frequencies are called Compositional Object Pattern Frequency (COPF) and classified by traditional classifiers such as SVM.

12.4.2.4 Combination of the Two Relations

In real applications, the Subclass relation and Co-occurrence relation usually co-exist in the ontology. Thus, much research has been done to leverage both relations simultaneously.

Marszalek et al. [59] proposed to use the semantics of image labels to integrate prior knowledge about the Subclass and Co-occurrence relationships into visual appearance learning. To create the semantic hierarchical classifier for object detection, they first queried WordNet with the class labels and extracted the knowledge in the form of a semantic hierarchy. This hierarchy is used for reasoning, and to organize and train the binary SVM detectors that are obtained by a state-of-the-art image classification method. Then, the trained hierarchical classifier can be used to efficiently recognize a large number of object categories.

Zha et al. [101] proposed a semantic ontology scheme for video annotation. They first leveraged LSCOM to construct the concept lexicon and described concept property as the weights of different modalities that were obtained manually or by a data-driven approach. They modeled Subclass and Co-occurrence relations separately. In particular, they propagated the initial detection of concepts to co-occurring concepts based on how likely they co-occur. On the other hand, the subclass relation is exploited by a hierarchical Bayesian network. Then these two refinements are concatenated to incorporate both relations.

Gao et al. [28] proposed to partition concepts into salient objects and scenes, in which the detection of salient objects utilizes object taxonomy, such as a subclass hierarchy, and to recognize scenes. A naive Bayesian framework modeling co-occurrence relation among salient object and scene is used. They claimed that their framework for hierarchical probabilistic image concept reasoning is scalable to diverse image contents with large within-category variations.

Tsai et al. [93] proposed a novel ontological visual inference framework that utilizes subclass and co-occurrence relations in the ontology to enhance multi-label image annotation. These two kinds of relations in the ontology are learned automatically: subclass relation is obtained via graph traversal techniques on WordNet’s hyponymy/hypernymy graph, and the statistical co-occurrence relation is learned from the training set. Their ontological inference framework then seeks the combination of labels that satisfies all the subclass constraints and scores the highest with co-occurrence reward or penalty.
12.4.2.5 Inherently Used Ontology

Without the notion of an ontology, some works on multi-label classification also exploit correlations among concepts.

Tschantzaridis et al. [95] proposed to generalize multi-class Support Vector Machine learning for interdependent and structured output spaces. Qi et al. [78] adopted a Gibbs Random Field to model the interaction between concepts, where the unary and pairwise potential function are learned simultaneously. Qi et al. [79] proposed to iteratively ask for the labels of the selected images to minimize the classification error rate under the active learning scenario.

There are clear advantages of leveraging ontology in traditional machine learning problems. This section provided details about the popularly applied ontologies as well as the very important ontological relations, such as Subclass and Co-occurrence. Many ontology-based algorithms are introduced and compared based on the relations they used. The result in their work showed the effectiveness and efficiency of ontology in diverse machine learning applications.

12.5 Geographical Classification with Multimedia Data

In recent years, there has been increasing geographically tagged multimedia on community Web sites such as Flickr, and social networks (e.g., Facebook, Google+, Instagram), especially after the popularity of smart mobile devices. For instance, Flickr has reported over 100 million geotagged photos. Effectively organizing, searching, and discovering knowledge from such geotagged data are in great need. The research in geographical classification of multimedia is based on this.

Typically, geographical information has been studied in multimedia and computer vision research, within a contextual modeling framework. However, there are many possibilities for utilizing the geography as context, with different data modalities and purposes. The data types available for Geo-Information processing include GIS (Geographical Information System) databases, aerial or remote sensing images, unstructured geo-reference Web resources (e.g., images from blogs), and structured Web multimedia collections such as Flickr, Instagram et al. [58]. The purposes of these kinds of data may vary from geo-location annotation [32, 45], retrieval [38], landmark recognition [18, 104], to mining and recommendation (e.g., the tourism guide system) [35, 37].

In this section, we focus on the problem of classification/recognition of structured Web multimedia that provides organized meta-data, especially for landmark recognition. The problem of geographical classification or landmark recognition aims at determining the location of an image, leveraging collections of geo-located images in the training set. The basic approach is to directly match feature points upon the indexing structure, or learn visual appearance models. It is an important research topic in various applications.

In the remainder of this section, we will first talk about the data and information available for Web multimedia, and then discuss the challenges in the geographical classification. Two detailed applications are explored, corresponding to the geo-classification of Web images, and of videos.

12.5.1 Data Modalities

The types of information available in structured Web multimedia for geographical classification include but are not limited to the following:

1. **GPS information**: Mobile phones and smart devices, which record location information when taking photos. The GPS coordinates allow mapping images onto the globe, if the globe were
to be treated as a rectangular coordinate system, and the position is determined as latitude and longitude.

2. **Text information:** Typically, the textual meta-data such as the descriptions of Flickr images, or articles in personal blogs, contain named entities of positions (e.g., “Sydney Opera,” “Eiffel tower”). This is essential in indicating the geo-location of images. An example is [35], which extracted city names from MSN blogs and photo albums.

3. **Visual features:** Most problems deal with matching images to locations (e.g., landmark names). Visual features are of high importance for landmark recognition. Popular visual features include local points (e.g., SIFT [54]) and bag-of-words representations [84].

4. **Collaborative features:** With the popularity of social networks, collaborative features are also enhanced, especially for social media. Examples of collaborative features include Hashing Tags on Twitter labeled by users, and user comments or reposts. The problem of utilizing the collaborative features more efficiently still remains relatively unexplored, since some of them are highly unstructured and noisy.

Geographical classification always needs to fuse different modalities of information, to accurately predict geo-tags.

### 12.5.2 Challenges in Geographical Classification

The challenges of geographical classification of multimedia data are mainly due to the following two aspects:

1. **Visual ambiguity:** Different geo-locations may have similar visual appearance, because of historical or style reasons. More specifically, the building from the same period, or of the same style may not be distinguishable enough in terms of their visual features. This makes the construction of the visual appearance model for each landmark or class even more challenging.

2. **Geo-location ambiguity:** Even the same geo-location or landmark may look different from different visual angles. Though the advanced scale and rotation visual features such as SIFT [54] can handle the in-plane rotation, current image descriptors cannot address the out-of-plane rotation, i.e., the viewing angle changes.

Figure 12.8 shows two examples of these challenges. To deal with the visual ambiguity challenge, it is feasible to make use of multi-modality information, to eliminate these challenges. Classical approaches include fusing GPS position and visual features [37], or textual information and visual features [35].
For geo-location ambiguity, learning the viewing-angle level models for each landmark is widely adopted. This can be further integrated into a voting or boosting framework. In the following, we introduce two related topics, corresponding to the geo-classification for Web images and videos, respectively.

### 12.5.3 Geo-Classification for Images

The works on landmark recognition and geographical classification usually resorted to supervised methods based on content or context similarities. The early work on geographical classification started from the “Where am I” contest at ICCV 2005 [89]. Early approaches mainly relied on the feature points matching, e.g., local interest points and images regions across multiple images, based on a series of geo-tagged training images. In [103], features such as SIFT [54], SURF [6], and MSER [60] are utilized to match the test image to one or more training images. Furthermore, Kennedy et al. [37] extracted popular landmark images on Flickr by constructing a graph using SIFT point matching.

Other approaches use more effective visual features instead of interest point matching. Schindler et al. [81] extended the feature matching algorithm by introducing a large scale vocabulary tree. A vocabulary tree is a structure obtained by hierarchically clustering the data points on each level, typically, the SIFT [54] feature. By introducing the vocabulary tree, geographical classification or recognition algorithms are able to deal with large scale data. In [81], they used 30,000 images and constructed a tree with $10^6$ nodes.
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**FIGURE 12.9 (See color insert.):** The same landmark will differ in appearance from different viewing angles. Typical approaches use clustering to get the visual information for each viewing angle. From Liu et al. [52]

To reduce the effect of ambiguities in landmark classification (see Figure 12.9), meta-data are introduced and the classification is performed using multiple features. In [37, 38], the images are first pre-processed according to their GPS information, to eliminate the geo-location ambiguity. Typically, the images of the same landmark will be clustered into different viewing angles to tackle the visual ambiguity. Cristani et al. [21] integrated both the visual and geographical information in
a statistical graph model, by a joint inference. Ji et al. [36] proposed to build the vocabulary tree considering context (e.g., textual information), and then applied to the geo-location classification task. Crandall et al. further [20] proposed to combine multiple features like visual, textual, and temporal features to assign photos into the worldwide geographical map.

12.5.3.1 Classifiers

The k-NN (k Nearest Neighbors) [32, 41] and the Support Vector Machine (SVM) are commonly used. Moreover, researchers also modeled the image collections in a graph in which the nodes are connected according to their content or context similarities. PageRank [73] or HITS-like [42] algorithms are used to propagate and classify the images’ geographical information following a probabilistic manner. Cristani et al. [21] utilized the probabilistic topic model, the location-dependent pLSA (LD-pLSA), to jointly model the visual and geographical information, which aims to coherently categorize images using a dual-topic modeling. Recently, structural SVM is also utilized [47] in recognizing the landmarks.

12.5.4 Geo-Classification for Web Videos

While research on using geotagged images has gathered significant momentum, this is not quite as true for geotagged videos. Unlike Web images such as Flickr, the Web videos are expensive to label. Therefore, training data is limited, and so are the benchmarks. Another challenge is that a video clip is usually composed of multiple scenes. This increases the difficulty of directly applying known algorithms for image geo-classification to videos directly.

Pioneer works on geo-classification of videos include [3, 5, 40], which employ the spatial and temporal properties for search and classification. The typical approach is to perform a spatial-temporal filtering to the “fields of view” relative to a specific position. Recently, Liu et al. [52] proposed to transfer the geo-information from geo-tagged images (e.g., Flickr) to Web videos, to tackle lack of training data. Due to the cross-domain difficulty, a transfer learning algorithm selected credible samples and features to build the final classifiers for Web videos. Another advantage of videos is the consistency within video shots. Thus, they integrated the frame-level classification by sliding window smoothing into video-shot level results. However, geographical classification of videos is still an open problem. Efforts on both data collection and algorithm designing are emerging.

12.6 Conclusion

In this chapter we present current advances in the field of multimedia classification, with details on feature selection, information fusion, and three important application domains. These correspond to audio-visual fusion, ontology based classification, and geographical classification. In particular, we emphasized the benefit of information fusion for multiple content forms. Brief overviews of the state-of-the-art methods were provided by this chapter, though a detailed exposition would be beyond the scope of a single chapter. Because of its great practical value, multimedia classification remains an active and fast growing research area. It also serves as a good test-bed for new methods in audio/image processing and data science, including general data classification methods in the rest of this book.
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13.1 Introduction

Time-series data is one of the most common forms of data encountered in a wide variety of scenarios such as the stock markets, sensor data, fault monitoring, machine state monitoring, environmental applications, or medical data. The problem of classification finds numerous applications in the time series domain, such as the determination of predefined groups of entities that are most similar to a time series entity whose group is still unknown. Timeseries classification has numerous applications in diverse problem domains:

- Financial Markets: In financial markets, the values of the stocks represent time-series which continually vary with time. The classification of a new time series of unknown group can provide numerous insights into decisions about this specific time series.
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- Medical Data: Different kinds of medical data such as EEG readings are in the form of time series. The classification of such time series, e.g., for a new patient, can provide insights into similar treatment or aid the domain experts in the decisions that have to be made, as similar behavior may indicate similar diseases.

- Machine State Monitoring: Numerous forms of machines create sensor data, which provides a continuous idea of the states of these objects. These can be used in order to provide an idea of the underlying behaviors and the groups a time series belongs to.

- Spatio-temporal Data: Trajectory data can be considered a form of multi-variate time series data, in which the $X$- and $Y$-coordinates of objects correspond to continuously varying series. The behavior in these series can be used in order to determine the class a trajectory belongs to, and then decide, e.g., if a specific trajectory belongs to a pedestrian or to a vehicle.

Time series data falls in the class of contextual data representations. Many kinds of data such as time series data, discrete sequences, and spatial data fall in this class. Contextual data contain two kinds of attributes:

- **Contextual Attribute:** For the case of time-series data, this corresponds to the time dimension. The time dimension provides the reference points at which the behavioral values are measured. The timestamps could correspond to actual time values at which the data points are measured, or they could correspond to indices at which these values are measured.

- **Behavioral Attribute:** This could correspond to any kind of behavior that is measured at the reference point. Some examples include stock ticker values, sensor measurements such as temperature, or other medical time series.

Given a time series object of unknown class, the determination of the class it belongs to is extremely challenging because of the difficulty in defining similarity across different time series, which may be scaled and translated differently both on the temporal and behavioral dimension. Therefore, the concept of similarity is very important for time series data classification. Therefore, this chapter will devote a section to the problem of time series similarity measures.

In the classification problem the goal is to separate the classes that characterize the dataset by a function that is induced from the available labeled examples. The ultimate goal is to produce a classifier that classifies unseen examples, or examples of unknown class, with high precision and recall, while being able to scale well. A significant difference between time series data classification and classification of objects in Euclidean space is that the time series to be classified to pre-defined or pre-computed classes may not be of equal length to the time series already belonging to these classes. When this is not the case, so all time series are of equal length, standard classification techniques can be applied by representing each time series as a vector and using a traditional $L_p$-norm distance. With such an approach, only similarity in time can be exploited, while similarity in shape and similarity in change are disregarded. In this study we split the classification process in two basic steps. The first one is the choice of the similarity measure that will be employed, while the second one concerns the classification algorithm that will be followed. Xing et al. in their sequence classification survey [42] argue that the high dimensionality of the feature space and their sequential nature make sequence classification a challenging task. These facts apply in the time series classification task as well, as time series are essentially sequences.

The majority of the studies and approaches proposed in the literature for time series classification is application dependent. In most of them the authors try to improve the performance of a specific feature. From this point of view, the more general time series classification approaches are of their own interest and importance.
13.2  Time Series Representation

In this study we employ the raw data representation, where a time series \( T \) of length \( n \) is represented as an ordered sequence of values \( T = [t_1, t_2, \ldots, t_n] \). \( T \) is called raw representation of the time series data. Regarding the dimensionality of the data points \( t_i \), for each time series \( T \), each \( t_i \in T \) can be \( n \)-dimensional, where \( n \geq 1 \). For example, when considering time series that represent trajectories of moving objects in the two-dimensional plane, \( n = 2 \), while for financial time series that represent stock prices, \( n = 1 \).

13.3  Distance Measures

When it comes to time series data mining, the distance or similarity measure that will be used to compare time series objects must be carefully selected and defined, as time series exhibit different characteristics than traditional data types. In this section we briefly describe the most commonly used distance measures that have been used in the literature to facilitate similarity search on time series data. Ding et al. performed an extensive evaluation over a variety of representations and distance/similarity measures for time series, using a nearest neighbor classifier (1NN) on labeled data, where the correct class label of each time series is known a priori [9].

13.3.1  \( L_p \)-Norms

The \( L_p \)-norm is a distance metric, since it satisfies all of the non-negativity, identity, symmetry and the triangle inequality conditions. An advantage of the \( L_p \)-norm is that it can be computed in linear time to the length of the trajectories under comparison, thus its time complexity is \( O(n) \), \( n \) being the length of the time series. In order to use the \( L_p \)-norm, the two time series under comparison must be of the same length.

The Minkowski of order \( p \) or the \( L_p \)-norm distance, being the generalization of Euclidean distance, is defined as follows:

\[
L_p - \text{norm}(T_1, T_2) = D_{M,p}(T_1, T_2) = \sqrt[p]{\sum_{i=1}^{n} (T_{1i} - T_{2i})^p}.
\] (13.1)

The Euclidean Distance between two one-dimensional time series \( T_1 \) and \( T_2 \) of length \( n \) is a special case of the \( L_p \)-norm for \( p = 2 \) and is defined as:

\[
D_E(T_1, T_2) = L_2 - \text{norm} = \sqrt{\sum_{i=1}^{n} (T_{1i} - T_{2i})^2}.
\] (13.2)

\( L_1 \)-norm (\( p=1 \)) is named the Manhattan distance or city block distance.

13.3.2  Dynamic Time Warping (DTW)

Dynamic Time Warping (DTW) is a well known and widely used shape-based distance measure. DTW computes the warping path \( W = w_1, w_2, \ldots, w_K \) with \( \max(m, n) \leq K \leq m + n - 1 \) of minimum distance for two time series of lengths \( m \) and \( n \).
DTW stems from the speech processing community [33] and has been very popular in the literature of time series distance measures. With use of dynamic programming, DTW between two one-dimensional time series \( T_1 \) and \( T_2 \) of length \( m \) and \( n \), respectively, can be computed as follows:

(a) \( D_{DTW}(T_1, T_2) = 0 \), if \( m = n = 0 \)

(b) \( D_{DTW}(T_1, T_2) = \infty \), if \( m = n = 0 \)

(c) \( D_{DTW}(T_1, T_2) = \text{dist}(T_{11}, T_{21}) + \text{minFactor} \), otherwise

where \( \text{minFactor} \) is computed as:

\[
\text{minFactor} = \min \left\{ D_{DTW}(\text{Rest}(T_1), \text{Rest}(T_2)), D_{DTW}(\text{Rest}(T_1), T_2), D_{DTW}(T_1, \text{Rest}(T_2)) \right\}
\]

where \( \text{dist}(T_{11}, T_{21}) \) is typically the \( L_2 \)-norm. The Euclidean Distance, as long as all \( L_p \)-norms, described in 13.3.1, performs a one-to-one mapping between the data points of the time series under comparison. Thus, it can be seen as a special case of the DTW distance, which performs a one-to-many mapping. DTW is a more robust distance measure than \( L_p \)-norm because it allows time shifting and thus matches similar shapes even if they have a time phase difference. An important point is that DTW does not satisfy the triangular inequality, which could be a problem while indexing time series. However, in the literature there are several lower bounds that serve as solutions for indexing DTW offering faster performance [36]. Another advantage of DTW over \( L_p \)-norm is that DTW can handle different sampling intervals in the time series. This is a very important feature especially for long time series that span many years as the data sampling strategy may change over a long time.

A variation of DTW is the Fréchet distance. Intuitively, the Fréchet distance is defined as the minimum length of a leash a dog-owner needs to have to be connected to his dog at all times for a given trajectory of the owner and the dog, over all possible monotone movements of the owner and the dog along their trajectories.

When comparing two trajectories — or curves — using the Fréchet distance, they are represented as the trajectories of the dog and the owner. Fréchet distance is used to calculate distances between curves and takes into account the location and ordering of the points along the curves [16], [2]. The Fréchet distance is essentially the \( L_{\infty} \) equivalent of the Dynamic Time Warping distance. Eiter and Manilla proposed a discrete variation and a dynamic programming polynomial time algorithm for the computation of the Fréchet distance [12]. Driemel et al. give almost linear time approximation algorithms for Fréchet distance [11].

13.3.3 Edit Distance

EDIT distance (ED) comes from the field of string comparison and measures the number of insert, delete, and replace operations that are needed to make two strings of possibly different lengths identical to each other. More specifically, the EDIT distance between two strings \( S_1 \) and \( S_2 \) of length \( m \) and \( n \), respectively, is computed as follows:

(a) \( D_{ED}(S_1, S_2) = m \), if \( n = 0 \)

(b) \( D_{ED}(S_1, S_2) = n \), if \( m = 0 \)

(c) \( D_{ED}(S_1, S_2) = D_{ED}(\text{Rest}(S_1), \text{Rest}(S_2)) \), if \( S_{11} = S_{21} \)
Although ED for strings is proven to be a metric distance, the two ED-related time series distance measures DTW and Longest Common Subsequence (LCSS) that will be described in the next subsection are proven not to follow the triangle inequality. Lei Chen [7] proposed two extensions to EDIT distance, namely Edit distance with Real Penalty (ERP) to support local time shifting and Edit Distance on Real sequence (EDR) to handle both local time shifting and noise in time series and trajectories. Both extensions have a high computational cost, so Chen proposes various lower bounds, indexing and pruning techniques to retrieve similar time series more efficiently. Both ERP and DTW can handle local time shifting and measure the distance between two out-of-phase time series effectively. An advantage that ERP has over DTW is that the former is a metric distance function, whereas the latter is not. DTW does not obey triangle inequality, and therefore traditional index methods cannot be used to improve efficiency in DTW-based applications. On the other hand, ERP is proven to be a metric distance function [7], and therefore traditional access methods can be used. EDR, as a distance function, proves to be more robust than Euclidean distance, DTW, and ERP and more accurate than LCSS as will be described in the next subsection. EDR is not a metric, thus the author proposes three non-constraining pruning techniques (mean value Q-grams, near triangle inequality, and histograms) to improve retrieval efficiency.

13.3.4 Longest Common Subsequence (LCSS)

The Longest Common Subsequence (LCSS) distance is a variation of EDIT distance described in 13.3.3 [37]. LCSS allows time series to stretch in the time axis and does not match all elements, thus being less sensitive to outliers than \( L_p \)-norms and DTW. Specifically, the LCSS distance between two real-valued sequences \( S_1 \) and \( S_2 \) of length \( m \) and \( n \) respectively is computed as follows:

\[
\text{LCSS}_{\delta, \epsilon}(S_1, S_2) = \begin{cases} 
0, & \text{if } n = 0 \text{ or } m = 0 \\
1 + \text{LCSS}_{\delta, \epsilon}(\text{HEAD}(S_1), \text{HEAD}(S_2)) & \text{if } |S_1, m - S_2, m| < \epsilon \text{ and } |m - n| \leq \delta \\
\max \left\{ \text{LCSS}_{\delta, \epsilon}(\text{HEAD}(S_1), S_2), \text{LCSS}_{\delta, \epsilon}(S_1, \text{HEAD}(S_2)) \right\} & \text{otherwise}
\end{cases}
\]

where \( \text{HEAD}(S_1) \) is the subsequence \([S_1, 1, S_1, 2, \ldots, S_1, m-1]\), \( \delta \) is an integer that controls the maximum distance in the time axis between two matched elements, and \( \epsilon \) is a real number \( 0 < \epsilon < 1 \) that controls the maximum distance that two elements are allowed to have to be considered matched.

Apart from being used in time series classification, LCSS distance is often used in domains like speech recognition and text pattern mining. Its main drawback is that it often is needed to scale are transform the one sequence to the other. A detailed study of LCSS variations and algorithms is presented in [5].

13.4 \( k \)-NN

The well-known and popular traditional \( k \)-NN classifier is not different when it comes to time series classification. The most challenging part in this setting is again the choice of the distance or
similarity measure that will be used to compute the distance or similarity between two time series objects. The intuition is that a time series object is assigned the class label of the majority of its $k$ nearest neighbors. $k$-NN has been very popular in the classification literature, due to both its simplicity and the highly accurate results it produces.

Prekopcsák and Lemire study the problem of choosing a suitable distance measure for nearest neighbor time series classification [28]. They compare variations of the Mahalanobis distance against Dynamic Time Warping (DTW), and find that the latter is superior in most cases, while the Mahalanobis distance is one to two orders of magnitude faster. The task of learning one Mahalanobis distance per class is recommended by the authors, in order to achieve better performance. The authors experimented with a traditional 1-NN classifier and came to the conclusion that the class-specific covariance-shrinkage estimate and the class-specific diagonal Mahalanobis distances achieve the best results regarding classification error and running time. Another interesting observation is that in 1-NN classification, the DTW is at least two orders of magnitude slower than the Mahalanobis distance for all 17 datasets the authors experimented on.

Ding et al. [9] use the $k$-NN classifier with $k = 1$ on labelled data as a golden measure to evaluate the efficacy of a variety of distance measures in their attempt to extensively validate representation methods and similarity measures over many time series datasets. Specifically, the idea is to predict the correct class label of each time series with an 1-NN classifier as the label of the object that is most similar to the query object. With this approach, the authors evaluate directly the effectiveness of each distance measure as its choice is very important for the $k$-NN classifier in all settings, let alone time series classification, where the choice of a suitable distance measure is not a trivial task.

In a more recent work, similar to $k$-NN classification, Chen et al. propose generative latent source model for online binary time series classification in a social network with the goal of detecting trends as early as possible [6]. The proposed classifier uses weighted majority voting to classify the unlabeled time series, by assigning the time series to be classified to the class indicated by the labeled data. The labeled time series vote in favor of the ground truth model they belong to. The authors applied the described model for prediction of virality of news topics in the Twitter social network, while they do not take the definitions of virality or trend into account and use them only as a black box ground truth. The experimental results indicated that weighted majority voting can often detect or predict trends earlier than Twitter.

13.4.1 Speeding up the $k$-NN

In order to improve the time needed to classify a time series using the $k$-NN classifier, an index structure can be used to store the labeled objects. However, it can be proved that neither DTW nor LCSS fail to satisfy the the triangle inequality, which is a basic metric property, thus they are not metrics and a traditional index cannot be used. More specifically, in an example scenario with three time series $A, B, \text{ and } C$ where:

$$A = 1,1,5; B = 2,2,5; C = 2,2,2,2,5$$

(13.3)

the DTW computation yields:

$$DTW(A,B) = 2, DTW(B,C) = 0, DTW(A,C) = 5$$

(13.4)

thus $DTW(A,B) + DTW(B,C) < DTW(A,C)$. Similarly if:

$$A = 1,1,1,1; B = 2,2,2,2; C = 3,3,3,3$$

(13.5)

with $\varepsilon = 1$, the LCSS computation yields:

$$LCSS_\varepsilon(A,B) = 4, LCSS_\varepsilon(B,C) = 4, LCSS_\varepsilon(A,C) = 0.$$ 

(13.6)
As LCSS is not a distance function but a similarity measure, we can turn it into a distance:

\[
D_{LCSS}(TS_i, TS_j) = 1 - \frac{LCSS(TS_i, TS_j)}{\text{max}\{\text{length}(TS_i), \text{length}(TS_j)\}}.
\]  

(13.7)

By applying the above formula on the time series of the example we obtain:

\[
D_{LCSS}(A, B) = 0, D_{LCSS}(B, C) = 0, D_{LCSS}(A, C) = 1.
\]  

(13.8)

Again, \(D_{LCSS}(A, B) + D_{LCSS}(B, C) < D_{LCSS}(A, C)\).

Alternatively, instead of using a traditional index structure that requires the distance measure to be a metric, Vlachos et al. [40] have proposed to examine if the used distance measure satisfies a pseudo-metric property. In their work they show that LCSS indeed has a pseudo-metric property that allows us to bound \(D_{LCSS}(TS_i, TS_j)\) if we know \(D(TS_i, TS_k)\) and \(D(TS_k, TS_j)\) for a third time series \(TS_k\). This fact allows tree-based index structures to be used and speeds up the identification of the \(k\) nearest neighbors to a query time series \(TS_q\).

Another speeding up technique is to lower bound the used distance measure. For DTW, \(LB_{\text{improved}}\) proposed in [25] is one of the most recent lower bounding techniques, while other lower bounds have been proposed in [21] and [1]. Vlachos et al. have proposed lower bounding techniques for LCSS in [38] and [39].

### 13.5 Support Vector Machines (SVMs)

Support Vector Machine (SVMs) [8] is a powerful machine learning approach that has been used widely in the literature for solving binary classification problems. The SVM algorithm constructs a hyper plane or set of hyper planes in high dimensional space without any assumptions regarding the distribution of the studied datasets. SVMs use a hypothesis space that consists of linear functions in a high dimensional feature space and the training phase derives from optimization theory. SVM classification achieves a global minimum solution, while involving a relatively fast training phase, which becomes of increasing importance as datasets of ever larger scale become available. SVMs have proven to perform well in tackling overfitting problems.

SVMs are reported to perform non-optimally when it comes to time series classification, because of the not-trivial task to identify intra-class similarities between the training objects, whereas distance-based classification methods like \(k\)-NN can overcome this difficulty by using DTW-distance. As described above, DTW is insensitive to shifts, length variations, and deformations and captures the similarity between time series despite of the presence of such characteristics.

More specifically, SVM operates on a training dataset \(\mathcal{D}_{\text{training}}\) that contains \(N\) training time series and their corresponding class labels, such that \(\mathcal{D}_{\text{training}} = (t_{s0}, l_0), (t_{s1}, l_1), \ldots, (t_{sN-1}, l_{N-1})\). The Support Vector Machine algorithm separates the sets in a space of much higher dimensionality, since the classes may not be linearly separable in the original space. In order to do this mapping, SVMs use kernel functions that represent a dot product of the input data points mapped into the higher dimensional feature space by a transformation \(\phi\).

Köknar and Latecki focus on the problem of classification of imbalanced time series datasets [23]. They argue that it is impossible to insert synthetic data points in feature spaces, while they propose to insert synthetic data points in distance spaces. Doing so, they then use a Support Vector Machines classifier for time series classification and they report significant improvements of classification rates of points belonging to minority classes, called rare events. The authors also report an overall improvement in the accuracy of SVM after the insertion of the synthetic data points. The
main contribution of [23] was the insertion of synthetic data points and the over-sampling of minority class in imbalanced data sets. Synthetic data points can be added in all distance spaces, even in non-metric ones, so that elastic sequence matching algorithms like DTW can be used. Huerta et al. extend SVMs to classify multidimensional time series by using concepts from nonlinear dynamical systems theory [17], and more specifically the Rössler oscillator, which is a three-dimensional dynamical system. The authors experimented on both real and synthetic benchmark datasets and the proposed dynamical SVMs proved to achieve in several cases better results than many proposed kernel-based approaches for multidimensional time series classification. Sasirekha and Kumar applied SVM classification on real-life long-term ECG time series recordings and concluded that SVMs can act as a good predictor of the heart rate signal [34]. In their work they propose and compare a variety of feature extraction techniques and compare the respective accuracy values by comparing the corresponding Heart Rate Variability (HRV) features. The experimental results show that SVM classification for heartbeat time series performs well in detecting different attacks and is comparable to those reported in literature. Kampouraki et al. [20] also applied Gaussian kernel-based SVM classification with a variety of statistical and wavelet HRV features to tackle the heartbeat time series classification problem, arguing that the SVM classifier performs better in this specific application than other proposed approaches based on neural networks. In their study, SVMs proved to be more robust to cases where the signal-to-noise ratio was very low. In the experimental evaluation, the authors compared SVM classification to learning vector quantization (LVQ) neural network [22] and a Levenberg-Marquardt (LM) minimization back-propagation neural network [15], and the SVMs achieved better precision and recall values, even when the signals to be classified were noisy. Grabocka et al. propose a method that improves SVM time series classification performance by transforming the training set by developing new training objects based on the support vector instances [14]. In their experimental evaluation on many time series datasets, the enhanced method outperforms both the DTW-based k-NN and the traditional SVM classifiers. The authors propose a data-driven, localized, and selective new-instance generation method based on Virtual Support Vectors (VSV), which have been used for image classification. In a brief outline, the method uses a deformation algorithm to transform the time series, by splitting each time series instance into many regions and transforming each of them separately. The experimental results show an accuracy improvement between 5% and 11% over traditional SVM classification, while producing better mean error rates than the DTW-based k-NN classifier. However, the proposed approach of boosting SVM accuracy has the trade-off of being worse in terms of time complexity, because of the presence of more training examples.

As all works mentioned above underline, the main issue in applying SVMs to time series classification is the choice of the kernel function that leads to the minimum generalization error and at the same time keeps the classification error of the time series training set low. Various kernel approaches have been proposed in the literature, some of which have been used to classify sequences that have similar characteristics with time series (e.g. [18, 41] or for handwriting recognition [4].

### 13.6 Classification Trees

Classification or decision trees, being a widely used classifier, create a model that predicts the value of a target variable based on several input variables [27]. Classification trees are popular mainly because of the comprehensibility they offer regarding the classification task. Starting with the root node, a classification tree building algorithm searches among the features for the binary distinction that provides the most information about the classes. Then, the same process is repeated for each of the resulting new nodes, continuing the recursion until a stopping criterion is reached. The
resulting tree is often too large, a fact that leads to overfitting problems, so a pruning process reduces the tree size in order to both improve classification accuracy and to reduce classification complexity. The most popular decision tree algorithms are ID3 (Iterative Dichotomiser 3) [29], C4.5, which is an extension of ID3 [30], CART (Classification and Regression Tree) [27], and CHAID (Chi-squared Automatic Interaction Detector) [35], which performs multi-level splits when computing classification trees. Douzal-Chouakria and Amblard describe an extension to the traditional decision tree classifier, where the metric changes from one node to another and the split criterion in each node extracts the most characteristic subsequences of the time series to be split [10]. Geurts argues that many time series classification problems can be solved by identifying and exploiting local patterns in the time series. In [13] the author performs time series segmentation to extract prototypes that can be represented by sets of numerical values so that a traditional classifier can be applied. More specifically, the proposed method extracts patterns from time series, which then are combined in decision trees to produce classification rules. The author applies the proposed approach on a variety of synthetic and real datasets and proves that pattern extraction used this way can improve classification accuracy and interpretability, as the decision trees’ rules can provide a user with a broad overview of classes and datasets. With a similar goal in mind, namely interpretability of classification results, Rodriguez and Alonso present a method that uses decision trees for time series classification [32]. More specifically, two types of trees are presented: a) interval-based trees, where each decision node evaluates a function in an interval, and b) DTW-based trees, where each decision node has a reference example, which the time series to classify is compared against, e.g., $DTW(t_{si}, t_{sref}) < \text{Threshold}$. The decision trees can also be constructed by extracting global and local features (e.g., global: mean, length, maximum; local: local maximum, slope, etc.) or by extracting simple or complex patterns. A complex pattern is a sequence of simple patterns and a simple pattern is a time series whose Euclidean Distance to the examined one is small enough. Most decision tree algorithms are known to have high variance error [19]. In their work, Jović et al. examined the performance of decision tree ensembles and experimented on biomedical datasets. Decision tree ensembles included AdaBoost.M1 and Multiboost applied to the traditional decision tree algorithm C4.5. The classification accuracy improved and the authors argue that decision tree ensembles are equivalent if not better than SVM-based classifiers that have been commonly used for time series classification in the biomedical domain, which is one of the most popular ones for time series classification.

As in all cases where classification trees are chosen as a mechanism to classify data of unknown labels, in the time series domain the main issue is find appropriate split criteria that separate the input dataset and avoid overfitting. Some time series specific issues regarding the choice of a split criterion are related to the open nature of the distance between two time series objects. Time series classification trees that use the same split criterion for all nodes may fail to identify unique characteristics that distinguish time series classes in different parts of the tree. Moreover, distance-based approaches should not consider only the cases where the distance is computed on the whole time series, since there may be cases where subsequences exhibit certain separation characteristics.

However, most of the works that use decision trees for time series classification focus on comprehensibility of the classification results, rather than running time or accuracy, precision, or recall. Thus, a general conclusion that can be drawn regarding decision trees for time series classification is the following: classification trees for time series are good and suitable when interpretability of results are the main concern. When classification accuracy matters, other classifiers, like $k$-NN or SVMs, achieve better results.
13.7 Model-Based Classification

A method to identify the most similar time series to a given one is by using a model to describe the time series. Kotsifakos et al. [24] used Hidden Markov Models (HMMs) to model the underlying structure of the time series. An HMM is a doubly stochastic process that contains a finite set of states, each one emitting a value by following a different probability distribution. Moreover, an HMM is described by a set of transition probabilities that define how the process moves from one state to another. When a dataset consists of sets of similar time series, then HMMs can be used to perform search or classification tasks. Each group of similar time series forms a class and each class is represented by an HMM. Then, given a query time series $TS_q$, the classification algorithm assigns $TS_q$ to the class that maximizes the probability of having generated it. More specifically, regarding time series representation, an HMM is a dynamic probabilistic model that describes a time series and deals with uncertainty. It models the joint probability of a collection of hidden and observed discrete random variables, so it consists of directly unobservable variables that form the hidden layer of the model, each of them representing a different timestamp, assuming the Markov property. The Markov property holds when the conditional probability distribution of a future state of the studied process depends only on the present state and not on the time series values that preceded it. HMMs incorporate as well an observable layer that consists of observable variables that are affected by the corresponding hidden ones. For a time series $TS = tst, t \in [0,N]$, the HMM representing $TS$ is defined by:

- a set of transition probabilities $TP = tp_{ij}$ that represent the probability of transitioning from state $i$ to state $j$
- and a set of observation probabilities $OP = op_{jk}$ that represent the probability of observing the value $k$ at state $j$.

Moreover, there is a set of prior probabilities $Pr = p_j$ that represent the probability for the first state of the model. HMMs in most proposed approaches assume a Gaussian probability distribution $OP_j$ for each state $j$. The most common approach for learning Hidden Markov Models is the Expectation Maximization (EM) algorithm [26], which after performing a recursive estimation converges to a local maximum of the likelihood. More specifically, the EM algorithm is used by the popular BaumWelch algorithm in order to find the unknown parameters of a HMM [31]. It relies on the assumption that the $i$-th hidden variable depends only on the $(i-1)$-th hidden variable and not on previous ones, as the current observation variable does. So, given a set of observed time series that get transformed into a set of observed feature vectors, the Baum–Welch algorithm finds the maximum likelihood estimate of the parameters of the corresponding HMM. More formally, if $X_t$ is a hidden random variable at time $t$, the probability $P(X_t|X_{t-1})$ does not depend on the value of $t$. A hidden Markov chain is described by $\theta = (TP, OP, Pr)$. The BaumWelch algorithm computes $\theta = \max_{\theta} P(TS|\theta)$, namely the parameters that maximize the probability of the observation sequence $TS$.

In [24], Kotsifakos et al. evaluated and compared the accuracy achieved by search-by-model and search-by-example methods in large time series databases. Search-by-example included DTW and constrained-DTW methods. In the search-by-model approach, the authors used a two-step training phase that consisted of (i) initialization and (ii) refinement. In the initialization step an HMM is computed for each class in the dataset. In the refinement step, the Viterbi algorithm is applied on each training time series per class in order to identify the best state sequence for each of them. The transition probabilities used in this step are the ones computed at the initialization step of the algorithm. After an HMM has been trained for each class in the training set, a probability distribution is defined, which represents the probability of each time series in the testing set assuming
that it belongs to the corresponding class. Given a time series \( TS \), the probability of \( TS \) belonging to class \( C_i \), \( P(TS|TS \in C_i), i = 0, \ldots, |C| \) is computed with the dynamic programming Forward algorithm [31]. In the experimental evaluation on 20 time series datasets, the model-based classification method yielded more accurate results than the search-by-example technique when there were a lot of training examples per model. However, when there were few training examples per class, search-by-example proved to be more accurate.

In [3], Antonucci and De Rosa also use HMMs for time series classification, while coping with the problems imposed by the short length of time series in some applications. The EM algorithm calculates unreliable estimates when the amount of training data is small. To tackle this problem, the authors describe an imprecise version of the learning algorithm and propose an HMM-based classifier that returns multiple classes when the highest-likelihood intervals corresponding to the returned class overlap.

13.8 Distributed Time Series Classification

Zeinalipour-Yazti et al. define and solve the distributed spatio-temporal similarity search problem, which given a query trajectory \( Q \) aims to identify the trajectories that are most similar to \( Q \) [44]. Trajectories are essentially time series, in that they consist of multidimensional points ordered in the time dimension. Trajectories are usually two-dimensional time series, when movement in the two-dimensional plane is considered. In the described setting each trajectory is segmented over a distributed network of nodes, whether they are sensors or vehicles. The authors propose two algorithms that compute local lower and upper bounds on the similarity between the distributed segments of the time series and the query time series \( Q \). In a similar spirit, in a more recent work, Zeinalipour-Yazti et al. describe a setting where the distributed power of smartphones has been used to provide a distributed solution to a complex time series classification problem [43]. The difference to the previously mentioned setting is that in the latter each trajectory or trace is in its entirety stored in a specific node, whereas in the former each trajectory was segmented across the network. Specifically, in the proposed framework the authors compare a query trace \( Q \) against a dataset of traces that are generated from distributed smartphones. Zeinalipour-Yazti et al. proposed a top-\( K \) query processing algorithm that uses distributed trajectory similarity measures that are insensitive to noise, in order to identify the most identical time series to the query trace \( Q \).

13.9 Conclusion

Time series data mining literature includes a lot of works devoted to time series classification tasks. As time series datasets and databases grow larger in size and as applications are evolving, performance and accuracy of time series classification algorithms become ever more important for real life applications. Although most time series classification approaches adopt and adapt techniques from general data classification studies, some essential modifications to these techniques have to be introduced in order to cope with the nature of time series distance and time series representation. The problems and the benefits of time series classification have found applications in economics, health care, and multimedia among others. In this chapter, we highlighted the major issues and the most influential corresponding techniques that deal with the time series classification task.
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14.1 Introduction

Sequence classification is an important research task with numerous applications in various domains, including bioinformatics, e-commerce, health informatics, computer security, and finance. In bioinformatics domain, classification of protein sequences is used to predict the structure and function of newly discovered proteins [12]. In e-commerce, query sequences from a session are used to distinguish committed shoppers from the window shoppers [42]. In the Web application domain, a sequence of queries is used to distinguish Web robots from human users [49]. In health informatics, sequence of events is used in longitudinal studies for predicting the risk factor of a
patient for a given disease [17]. In the security domain, the sequence of a user’s system activities on a terminal is monitored for detecting abnormal activities [27]. In the financial world, sequences of customer activities, such as credit card transactions, are monitored to identify potential identity theft, sequences of bank transactions are used for classifying accounts that are used for money laundering [33], and so on. See [36] for a survey on sequential pattern mining.

Because of its importance, sequence classification has found the deserved attention of the researchers from various domains, including data mining, machine learning, and statistics. Earlier works on this task are mostly from the field of statistics that are concerned with classifying sequences of real numbers that vary with time. This gave rise to a series of works under the name of time series classification [15], which has found numerous applications in real life. Noteworthy examples include classification of ECG signals for classification between various states of a patient [20], and classification of stock market time series [22]. However, in recent years, particularly in data mining, the focus has shifted towards classifying discrete sequences [25, 28], where a sequence is considered as a sequence of events, and each event is composed of one or a set of items from an alphabet. Examples can be a sequence of queries in a Web session, a sequence of events in a manufacturing process, a sequence of financial transactions from an account, and so on. Unlike time series, the events in a discrete sequence are not necessarily ordered based on their temporal position. For instance, a DNA sequence is composed of four amino acids A, C, G, T, and a DNA segment, such as ACCGT T ACG, is simply a string of amino acids without any temporal connotation attached to their order in the sequence.

In this chapter, our discussion will be focused on the classification of discrete sequences only. This is not limiting, because any continuous sequence can be easily discretized using appropriate methods [13]. Excluding a brief survey [52], we have not found any other works in the existing literature that summarize various sequence classification methods in great detail as we do in this chapter.

The rest of the chapter is organized as follows. In Section 14.2, we discuss some background materials. In Section 14.3, we introduce three different categories in which the majority of sequence classification methods can be grouped. We then discuss sequence classification methods belonging to these categories in each of the following three sections. In Section 14.7 we discuss some of the methods that overlap across multiple categories based on the grouping defined in Section 14.3. Section 14.8 provides a brief overview of a set of sequence classification methods that uses somewhat non-typical problem definition. Section 14.9 concludes this chapter.

14.2 Background

In this section, we will introduce some of the background materials that are important to understand the discussion presented in this chapter. While some of the background materials may have been covered in earlier chapters of this book, we cover them anyway to make the chapter as independent as possible.

14.2.1 Sequence

Let, \( I = \{i_1, i_2, \ldots, i_m\} \) be a set of \( m \) distinct items comprising an alphabet, \( \Sigma \). An event is a non-empty unordered collection of items. An event is denoted as \((i_1 i_2 \ldots i_k)\), where \( i_j \) is an item. Number of items in an event is its size. A sequence is an ordered list of events. A sequence \( \alpha \) is denoted as \((\alpha_1 \rightarrow \alpha_2 \rightarrow \cdots \rightarrow \alpha_q)\), where \( \alpha_i \) is an event. For example, \( AB \rightarrow E \rightarrow ACG \) is a sequence, where \( AB \) is an event, and \( A \) is an item. The length of the sequence \((\alpha_1 \rightarrow \alpha_2 \rightarrow \cdots \rightarrow \alpha_q)\) is \( q \) and the width is
the maximum size of any $\alpha_i$, for $1 \leq i \leq q$. For some sequences, each of the events contain exactly one item, i.e., the width of the sequence is 1. In that case, the sequence is simply an ordered string of items. In this paper, we call such a sequence a *string sequence* or simply a *string*. Examples of string sequences are DNA or protein sequences, query sequences, or sequences of words in natural language text.

### 14.2.2 Sequence Classification

Assume we are given a sequence dataset, $\mathcal{D}$, which consists of a set of input sequences. Each sequence in $\mathcal{D}$ has a class label called *class* associated with it from a list of $k$ classes, $c_1, \ldots, c_k$. We will use $\mathcal{D}_c$ to denote the subset of input-sequences in $\mathcal{D}$ with class label $c$. In most of the practical applications, there are at most two different class labels that are associated with the sequences in a dataset, $\mathcal{D}$. For example, in a database of DNA segments, a segment can be labeled as *coding* or *non-coding* based on whether the segment is taken from the coding or non-coding region of the DNA. In a database of financial transaction sequences, we can label a sequence either as *normal* or *anomalous*. Nevertheless, multi-class scenarios also arise in some applications. For example, in a longitudinal (temporal) study of cancer patients, a patient can be classified into three different disease stages, such as *benign*, *in situ*, and *malignant*.

The objective of sequence classification is to build a classification model using a labeled dataset $\mathcal{D}$ so that the model can be used to predict the class label of an unseen sequence. Many different classification models have been considered for classifying sequences, and their performance varies based on the application domain, and properties of the sequence data. To compute the performance of a sequence classifier we use the standard supervised classification performance metrics, such as accuracy, AUC (Area under ROC curve), precision-recall, etc. A list and a comparison among these metrics are available in [10].

There are some works that deviate from the above definition of sequence classification. Although most of the sequence classification methods consider supervised scenario, there exist methods that consider semi-supervised classification [57] of sequences. Although uncommon, there are scenarios where different items of an input sequence can be labeled with different classes. This happens mostly for temporal sequences where a given sequence evolves to a different class as the time progresses. For example, for a sequence of patient data over a long period of time, the health condition of the patient may change, and thus the patient may belong to a different class at a different time. Streaming data is another example for evolving class of a sequence. In fact, a streaming sequence can be regarded as virtually unlimited sequence, for which we can predict a sequence of class labels. This problem is called a *strong sequence classification* task, and it is considered in some works [21]. In this paper, we will discuss some of the non-traditional sequence classification tasks in Section 14.8.

### 14.2.3 Frequent Sequential Patterns

Most of the popular classification methods represent a data instance as a vector of features. For sequence data, a feature is typically a subsequence (or substring) of the given sequence. In data mining literature, frequently occurring subsequences of a set of sequences are called frequent sequential patterns. Below, we define them formally as some of the sequence classification methods, and use them as features for classification.

For a sequence $\alpha$, if the event $\alpha_i$ occurs before $\alpha_j$, we denote it as $\alpha_i < \alpha_j$. We say $\alpha$ is a subsequence of another sequence $\beta$, denoted as $\alpha \preceq \beta$, if there exists a one-to-one order-preserving function $f$ that maps events in $\alpha$ to events in $\beta$, that is, 1) $\alpha_i \subseteq f(\alpha_i) = \beta_i$, and 2) if $\alpha_i < \alpha_j$ then $f(\alpha_i) < f(\alpha_j)$. For example the sequence $(B \rightarrow AC)$ is a subsequence of $(AB \rightarrow E \rightarrow ACD)$, since $B \subseteq AB$ and $AC \subseteq ACD$, and the order of events is preserved. On the other hand the sequence $(AB \rightarrow E)$ is not a subsequence of $(ABE)$, and vice versa.
A database $D$ is a collection of input-sequences. An input-sequence $C$ is said to contain another sequence $\alpha$, if $\alpha \preceq C$. The support of a sequence $\alpha$, denoted as $\sigma(\alpha, D)$, is the total number of sequences in the database $D$ that contain $\alpha$. Given a user-specified support called the minimum support (denoted as $\text{min}_\text{sup}$), we say that a sequence is frequent if it occurs more than $\text{min}_\text{sup}$ times. Given a database $D$ of input-sequences, and a $\text{min}_\text{sup}$, the problem of mining sequential patterns is to find all frequent sequences (denoted as $F$) in the database. Many algorithms exist for mining frequent sequential patterns [36, 55].

14.2.4 $n$-Grams

For string sequences, sometimes substrings, instead of subsequences, are used as features for classification. These substrings are commonly known as $n$-grams. Formally, an $n$-gram is a contiguous sequence of $n$ items from a given sequence. An $n$-gram of size 1 is referred to as a “unigram,” size 2 as a “bigram,” size 3 is a “trigram,” and so on.

14.3 Sequence Classification Methods

The sequence classification methods can be broadly classified into three large groups.

- **Feature-based**: The methods in the first group represent each sequence as a $d$-dimensional feature vector, and use traditional supervised classifiers, such as naive Bayes, decision trees, support vector machines (SVM), or random forest for performing sequence classification. The main task of these methods is selecting suitable features that are effective for the classification task. We discuss these methods in Section 14.4.

- **Distance-based**: The set of classification methods in this group design a distance/similarity function between a pair of sequences. Using this function, such a method partitions a set of input sequences into different classes. Kernel-based methods also fall into this group, as a kernel function is nothing but a similarity function between a pair of objects. We discuss these methods in Section 14.5.

- **Model-based**: The third group consists of classification methods that are based on sequential models, such as Markov model, Hidden Markov Model (HMM), or graphical model, such as conditional random field (CRF). It also include non-sequential probabilistic models, such as Naive Bayes. We discuss the methods in this group in Section 14.6.

Some of the methods may belong to multiple groups. For example, a sequence classifier using string kernel can be regarded as both a feature-based and distance-based classifier, as to compute the kernel matrix such a method first finds the feature representation of a sequence and then computes the similarity value between a pair of sequences using a kernel matrix. We discuss a collection of such methods in Section 14.7.

14.4 Feature-Based Classification

In a traditional supervised classification method, each of the data instances in the training set is represented as a 2-tuple $\langle x, y \rangle$ consisting of a feature vector ($x \in X$), and a class label ($y \in Y$).
A learning method uses these data instances for building a classification model that can be used for predicting the class label of an unseen data instance. Since each data instance is represented as a feature vector, such a classification method is called feature-based classification. Sequence data does not have a native vector representation, so it is not straightforward to classify sequences using a feature-based method. However, researchers have proposed methods that find features that capture sequential patterns that are embedded in a sequence.

Sequential data that belong to different classes not only vary in the items that they contain, but also vary in the order of the items as they occur in the sequence. To build a good classifier, a feature in a sequence classifier must capture the item orders that are prevalent in a sequence, which can be done by considering the frequencies of short subsequences in the sequences. For string sequences, the 2-grams in a sequence consider all the ordered term-pairs, 3-grams in a sequence consider all the ordered term-triples, and so on; for a string sequence of length \( l \) we can thus consider all the \( n \)-grams that have length up to \( l \). The frequencies of these sub-sequences can be used to model all the item-orders that exist in the given sequence. For example, if \( CACAG \) is a sequence, we can consider all the \( n \)-grams of length 2, 3, 4, and 5 as its feature; \( CA, AC, \) and \( AG \) are 2-grams, \( CAC, ACA, \) and \( CAG \) are 3-grams, \( CACA, \) and \( ACAG \) are 4-grams, and the entire sequence is a 5-gram feature. Except for \( CA \), which has a feature value of 2, all the other features have a value of 1. In case the sequences are not strings, then term order can be modeled by mining frequent sequential patterns, and the count of those patterns in a given sequence can be used as the feature value.

Feature-based classification has several challenges. One of those is, for long sequences or for a large alphabet, there are too many features to consider and many of them are not good features for classification. Complexity of many supervised classification algorithms depends on the feature dimension. Further, for many classification methods, irrelevant features can degrade classification performance. To overcome this limitation, feature selection methods are necessary for selecting a subset of sequential features that are good candidates for classification. Another challenge is that the length of various sequences in a dataset can vary considerably, and hence the variation of \( n \)-gram or sequence pattern frequency values among different sequences could be due to their length variation, instead of their class label. To negate the influence of length on feature values, various normalizations (similar to tf-idf in information retrieval) can be applied to make the feature values uniform across sequences of different lengths.

In machine learning, feature selection ([35]) is a well-studied task. Given a collection of features, this task selects a subset of features that achieves the best performance for the classification task. For sequence classification, if we exhaustively enumerate all the \( n \)-grams or if we mine a large collection of sequential patterns using a small minimum support threshold, we should apply a feature selection method for finding a concise set of good sequential features. There are two broad categories in feature selection in the domain of machine learning: they are filter-based, and wrapper-based. In this and the following section, we will discuss some methods that are similar to filter-based approach. In Section 14.4.3, we discuss a feature selection method that is built on the wrapper paradigm.

### 14.4.1 Filtering Method for Sequential Feature Selection

The majority of all filter approaches work as follows. In a first step, a relevance score for each feature is calculated. Subsequently, these scores are sorted and low scoring features are removed (typically some threshold is chosen for the feature scores). Below we discuss some of the scoring mechanisms considering a two-class scenario. However, many of these scoring methods can be extended for tasks with more than two classes.

In the definitions below, \( X_j \) represents a sequential feature, \( x_j \) represents an instantiation (value) of this feature, \( c_i \) denotes the class with label \( i \), and \( v \) denotes the number of discrete values feature \( X_j \) can have:

1. **Support and Confidence**: Support and Confidence are two measures that are used for ranking
association rules in itemset pattern mining [2]. These measures have also been adapted for
finding classification association rules (CAR) [32]. A CAR, as defined in [32], is simply a
rule \( P \rightarrow y \), where \( P \) is an itemset and \( y \) is a class label. However, in the context of sequential
feature selection, \( P \) is a sequential feature instead of an itemset, so we will refer to such a rule
as CR (classification rule) to avoid confusion with CAR, as the latter is specifically defined
for itemsets.

The \textit{support} of a CR \( P \rightarrow y \) (denoted as \( \sigma(P \rightarrow y, \mathcal{D}) \)) is defined as the number of cases in
\( \mathcal{D} \) that contain the pattern \( P \) and are also labeled with the class \( y \). To make the \textit{support size}
invariant, we typically normalize it with the database size, i.e., \( \text{support}(P \rightarrow y) = \frac{\sigma(P \rightarrow y, \mathcal{D})}{|\mathcal{D}|} \).

The \textit{confidence} of a CR \( P \rightarrow y \) is defined as the fraction of cases in \( \mathcal{D} \) that contain the pat-
tern \( P \) and have a class label \( y \) with respect to the cases that contains the pattern \( P \), i.e.,
\( \text{confidence}(P \rightarrow y) = \frac{\sigma(P \rightarrow y, \mathcal{D})}{\sigma(P, \mathcal{D})} \). If the dataset has only two classes (say, \( y_1 \) and \( y_2 \)), and the
confidence of the CR \( (P \rightarrow y_1) \) is \( c \), then the confidence of the CR \( (P \rightarrow y_2) \) is \( 1 - c \).

Using the above definitions, both the support and the confidence of a CR is between 0 and 1.
The higher the support of a CR, the more likely that the rule will be applicable in classifying
unseen sequences; the higher the confidence of a rule, the more likely that the rule will predict
the class accurately. So a simple way to perform feature selection is to choose a minimum
support and minimum confidence value and select a sequence \( C \) if for a class \( y \), the CR, \( C \rightarrow y \),
which satisfies both the above constraints. For instance, if \( \text{minsup} = 0.2 \) and \( \text{minconf} = 0.60 \)
are minimum support and minimum confidence threshold, and \( y \) is one of the class labels, then
the sequence \( C \) is selected as a feature if \( \text{support}(C \rightarrow y) \geq 0.2 \) and \( \text{confidence}(C \rightarrow y) \geq 0.6 \).

Support and confidence based measure is easy to understand and is computationally inexpensive.
However, there are some drawbacks. First, it is not easy to select a good value for the \( \text{minsup} \) and \( \text{minconf} \) threshold, and this choice may affect the classification quality. Another
limitation is that this feature selection method does not consider the multiple occurrences of a
sequence feature in an input sequence, as the support and confidence measures add a weight
of 1 when a sequence feature exists in an input-sequence, ignoring the plurality of the
existence in that sequence. Another drawback is that this feature selection method considers each
feature in isolation, ignoring dependencies among difference features.

2. \textbf{Information gain:} Information gain is a feature selection metric. It is popularly used in a
decision tree classifier for selecting the split feature that is used for partitioning the feature
space at a given node of the tree. However, this metric can generally be used for ranking
features based on their importance for a classification task. Consider a sequence pattern \( X \),
and a dataset of input-sequences, \( \mathcal{D} \); based on whether \( X \) exists or not in an input-sequence in
\( \mathcal{D} \), we can partition \( \mathcal{D} \) into two parts, \( \mathcal{D}_X = y \), and \( \mathcal{D}_X = n \). For a good feature, the partitioned
datasets are more pure than the original dataset, i.e., the partitions consist of input-sequences
mostly from one of the classes only. This purity is quantified using the \textit{entropy}, which we
define below.

In information theory, the entropy of a partition or region \( \mathcal{D} \) is defined as \( H(\mathcal{D}) = -\sum_{i=1}^{k} P(c_i|\mathcal{D}) \log P(c_i|\mathcal{D}) \), where \( P(c_i|\mathcal{D}) \) is the probability of class \( c_i \) in \( \mathcal{D} \), and \( k \) is the
number of classes. If a dataset is pure, i.e., it consists of input sequences from only one class,
then the entropy of that dataset is 0. If the classes are mixed up, and each appear with
equal probability \( P(c_i|\mathcal{D}) = \frac{1}{k} \), then the entropy has the highest value, \( H(\mathcal{D}) = \log k \). If a
dataset is partitioned in \( \mathcal{D}_y \) and \( \mathcal{D}_n \), then the resulting entropy of the partitioned dataset is:
\( H(\mathcal{D}_y, \mathcal{D}_n) = \frac{|\mathcal{D}_y|}{|\mathcal{D}|} H(\mathcal{D}_X = y) + \frac{|\mathcal{D}_n|}{|\mathcal{D}|} H(\mathcal{D}_X = n) \). Now information gain of the feature \( X \) is
defined as \( \text{Gain}(X, \mathcal{D}) = H(\mathcal{D}) - H(\mathcal{D}_X = y, \mathcal{D}_X = n) \). The higher the gain, the better the feature
for sequence classification. For selecting a subset of features, we can simply rank the features
based on the information gain value, and select a desired number of top-ranked features.
3. **Odds ratio**: Odds ratio measures the odds of a sequence occurring in input-sequences labeled with some class $c_i$, normalized by the odds that it occurs in input-sequences labeled with some other class other than $c_i$. If $X$ is a sequence feature, $P(X|c_i)$ denotes the probability that the sequence $X$ occurs in class $c_i$, and $P(X|\overline{c_i})$ denotes the probability that the sequence $X$ occurs in any other class. If $P(X|c_i)$ is significantly greater than $P(X|\overline{c_i})$ then the odds ratio of $X$ can be computed by $\frac{P(X|c_i)}{P(X|\overline{c_i})}$.

If the value of odd ratio is near 1, then the sequence $P$ is a poor feature, as it is equally likely to occur in input-sequences of class $c_i$ and also in input-sequences of other classes other than $c_i$. An odds ratio greater (less) than 1 indicates that $P$ is more (less) likely to occur in input sequences of class $c_i$ than in input sequences of other classes; in that case $P$ is a good feature. The odds ratio must be nonnegative if it is defined. It is undefined if the denominator is equal to 0.

Note that sometimes, we take the absolute value of the logarithm of odd ratio instead of odd-ratio. Then, for a poor feature, log-odd-ratio is a small number near 0, but for a good feature, it is a large positive number. To obtain a small subset of sequential features, we can simply rank the sequential features based on the log-odd-ratio, and consider a desired number of features according to the ranking.

Besides the above, there are other measures, such as Kullback-Leibler (K-L) divergence, Euclidean distance, feature-class entropy, etc., that can also be used for feature ranking.

### 14.4.2 Pattern Mining Framework for Mining Sequential Features

In the previous subsection, we considered a two-step scenario where a set of sequential features are mined first, and then, using filtering methods, a small set of features are selected. One of the drawbacks of this method is that it is inefficient, because a very large number of features are typically generated in the first step. Another drawback is that such methods consider each of the features independently, whereas many of the sequential features that are mined in the first step are actually highly correlated. If many of the selected features are highly correlated the performance of the classifier sometimes degrades. An alternative to the above two-step method is to unify the mining and feature selection in a single step. Lesh et al. [28] proposed such a method, named FEATUREMINE, which we describe below.

FEATUREMINE adapts a frequent sequence mining algorithm, called SPADE [55]; it takes a labeled dataset as input and mines features that are suited for sequence classification. For selecting good features it uses the following three heuristics that are domain-and-classifier independent: (1) Features should be frequent (high support); (2) Features should be distinctive of at least one class (high confidence); (3) Feature sets should not contain redundant features. The first of the above heuristics ensures that the chosen feature is not rare, otherwise, it will only be rarely useful for classifying unseen sequence instances. The second heuristic simply prefers features that are more accurate. The third heuristic reduces the size of the feature-set by ignoring a sequence that can be subsumed by one of its subsequence. If $M(f, \mathcal{D})$ is the set of input-sequences in $\mathcal{D}$ that contain the feature $f$, a feature $f_1$ subsumes a feature $f_2$ with respect to predicting class $c$, if and only if $M(f_2, \mathcal{D}_c) \subseteq M(f_1, \mathcal{D}_c)$ and $M(f_1, \mathcal{D}_{\neg c}) \subseteq M(f_2, \mathcal{D}_{\neg c})$.

FEATUREMINE accepts a labeled dataset $\mathcal{D}$, along with parameters for minimum support ($s$), maximum length ($l$), maximum width ($w$), and returns feature set $\mathcal{F}$ such that for every feature $f_i$ and for any class $c_j$, if $\text{length}(f_i) \leq l$ and $\text{width}(f_i) \leq w$, and $\text{support}(f_i) \geq s$, and $\text{conf}(f_i \rightarrow c_j)$ is significantly greater than $\frac{|\mathcal{D}_j|}{|\mathcal{D}|}$, then either $\mathcal{F}$ contains $f_i$, or $\mathcal{F}$ contains a feature that subsumes $f_i$ with respect to class $c_j$ in dataset $\mathcal{D}$. FEATUREMINE prunes frequent patterns as it enumerates them using the SPADE algorithm by using several pruning rules: (1) if the confidence of the pattern is 1.0, FEATUREMINE does not extend the pattern any further; (2) if an item $B$ appears in every event where item $A$ occurs in every sequence in $\mathcal{D}$, then any feature containing a set with both $A$ and $B$ will be subsumed by feature $A$ only. Authors show experimental results for naive Bayes, and
Winnow classifier; both the classifiers perform significantly better with the features mined from **FEATUREMINE** compared to a set of baseline features that have a length of one.

### 14.4.3 A Wrapper-Based Method for Mining Sequential Features

Kudenko and Hirsh [25] proposed a method called FGEN, for mining sequential patterns from string sequences. FGEN is conceptually similar to a wrapper method for feature selection. However, it is different than a wrapper feature selection method because the latter uses a holdout set for evaluating a feature subset, but FGEN uses the hold-out set for evaluating a single feature at any given iteration. Each of the features that FGEN generates is a macro-feature, i.e., they represent information containing more than a single subsequence. A feature $F$ is a Boolean feature that is written as $s_1^{n_1} \land s_2^{n_2} \land \cdots \land s_k^{n_k}$, where each of the $s_i$’s is a sequence (or substring), and each of the $n_i$’s is an integer. For a given sequence $S$, the feature $F$ is true if each of the $s_i$ occurs at least $n_i$ times in the sequence $S$. For example, if $F = AC^2 \land CB^3$, then $F(ACBBACBCB) = true$, but $F(ACBAC) = false$. If a feature $F$ is evaluated to true for a given sequence $s$, it is said that $F$ subsumes $s$.

The FGEN algorithm consists of two main parts: (1) feature building; and (2) generalization. Features are built incrementally, starting with a feature that corresponds to just a single example (seed) of the target class. Initially, the set of potential seeds consists of all the input sequences of the target class. At every iteration, the seed sequence is chosen from the potential seed-list, to be the one whose feature subsumes the greatest number of sequences remaining in the seed-list. Once a feature is chosen all the input sequences that are subsumed by the feature are removed from the seed-list. Thus, every iteration of feature generation builds a feature and removes a list of input sequences from the potential seed-list; the process continues until the potential seed-list is empty.

The seed feature generated from a seed sequence denotes the minimum frequency restrictions on all subsequences (up to some maximum length) of the seed sequences. For example, if the seed sequence is $ABB$, then the corresponding seed feature is defined as follows: $F = A^1 \land B^2 \land AB^1 \land BB^1 \land ABB^1$, where we consider all subsequences up to length 3. At every iteration, once a seed feature is generated, it is evaluated for accuracy against a holdout set and the feature is generalized to subsume at least one extra sequence in the seed-list. The generalization continues as long as the accuracy on the hold-out set increases, in a hill climbing fashion.

At the end of the feature building step, a dedicated generalization step is used to generalize each of the features (say, $F$) by decrementing a frequency restriction in $F$. Again, the holdout set is used to perform the generalization as long as the accuracy improves. Authors show that the number of features that FGEN finally keeps is small (typically around 50), and the performance of C4.5 (decision tree classifier) and Ripper is better with FGEN feature than a comprehensive list of features using all $n$-grams upto a given length.

### 14.5 Distance-Based Methods

Distance based classification methods compute a distance score between a pair of sequences, and then use those distances for classifying an unseen sequence. Typically, a distance based classification method is used in applications where a non-standard distance metric is required for achieving good classification performance. On many occasions, such metrics encode domain knowledge within the definition of the distance. For instance, while classifying protein sequences, a standard distance metric that considers each amino acid as an independent entity may not work well. This is due to the fact that a protein sequence may be composed of various functional domains, and two protein
sequences may share only a few of those domains; in that case even if the overall similarity between these two proteins is weak, if the matched functional domains are highly significant, these proteins may belong to the same class. Similarly, when classifying genome sequences, similarity metric should consider only the coding part of the DNA, and discard a significant part of the genome, such as junk DNA, and tandem repeats. In such scenarios, finding a suitable distance metric is a pre-condition for achieving good classification performance.

One of the most common distance-based classifiers is $k$-NN (nearest neighbors) classifier, which is lazy, i.e., it does not pre-compute a classification model. For an unseen sequence instance, $u$, $k$-NN computes $u$’s distance to all the input-sequences in $D$, and finds the $k$ nearest neighbors of $u$. It then predicts the majority of the class labels of $k$-NN as the class label of $u$.

SVM (support vector machines) is another classification model, which can also be regarded as a distance based classifier. However, unlike $k$-NN, SVM computes the similarity instead of distance between a pair of sequences. SVM calls such a similarity function a kernel function ($K(x, y)$), which is simply a dot product between the feature representation of a pair of sequences $x$, and $y$, in a Hilbert space [44]. Given a gram matrix, which stores all the pair-wise similarities between the sequences in the training set in a matrix, SVM learning method finds the maximum-margin hyperplane to separate two classes. Once a suitable kernel function is defined, SVM method for sequence classification is the same for any other classification task. So the main challenge of using SVM for sequence classification is to define a suitable kernel function, and to speed up the computation of the gram matrix.

Below, we discuss a collection of distance metrics that can be used for measuring the distance between a pair of sequences. It is important to note that though we use the term “metric,” many of the similarities measurements may not be “metrics” using their mathematical definition. Also, note that we sometimes denote the metric as a similarity metric, instead of distance metric, if the metric computes the similarity between a pair of sequences.

### 14.5.0.1 Alignment-Based Distance

The most popular distance metric for sequence data is Levenshtein distance or edit distance [18]. It denotes the number of edits needed to transform one string into the other, with the allowable edit operations being insertion, deletion, or substitution of a single character. For a pair of sequences, this distance can be computed by performing the global alignment between the sequences. For two sequences of length $l_1$ and $l_2$, the global alignment cost is $O(l_1l_2)$. This is costly for sequences that are long, such as protein or DNA sequences. Another limitation of this distance metric is that it captures the optimal global alignment between two sequences, whereas for the classification of sequences from most of the domains, local similarities between two sequences play a more critical role. Also the dependency of edit distance metric on the length of the sequence makes it a poor metric if the length of the sequences in the data set varies significantly. To capture the local similarities between two sequences, Smith-Waterman local alignment score [18] can be used. Instead of aligning the entire sequence, the local alignment algorithm aligns similar regions between two sequences. The algorithm compares segments of all possible lengths and optimizes the similarity measure. Though it overcomes some of the problems of global alignment, it is as costly as the global alignment algorithm.

During the 1980s and 1990s two popular tools, known as FASTA [37], and BLAST [3], were developed to improve the scalability of similarity search from biological sequence database. Both the above tools accept a query sequence, and return a set of statistically significant similar sequences from a sequence database. The benefits of these tools over an alignment based method is that the former are highly scalable, as they adopt smart heuristics for finding similar segments after sacrificing the strict optimality. Also, the tools, specifically BLAST, have various versions (such as PSI-BLAST, PHI-BLAST, BLAST-tn) that are customized based on the kind of sequences and the kind of scoring matrix used. For a given set of sequences, FASTA and BLAST can also be used to
find a set of similar sequences that are pair-wise similar. For a pair of similar sequence, BLAST also returns the bit score (also known as BLAST-score), which represents the similarity strength that can be used for sequence classification.

### 14.5.0.2 Keyword-Based Distance

To model the effect of local alignment explicitly, some sequence similarity metrics consider \(n\)-gram based method, where a sequence is simply considered as a bag of short segments of fixed length (say, \(n\)); thus a sequence can be represented as a vector, in which each component corresponds to the frequency of one of the \(n\)-length segments. Then the similarity between two sequences is measured using any metric that measures the similarity between two vectors, such as dot product, Euclidean distance, or Jaccard coefficient. This approach is also known as keyword-based method, as one can consider each sequence as a document and each \(n\)-gram as a keyword in the document. The biggest advantage of similarity computation using keyword-based method is that it is fast. Another advantage is that this method represents a sequence using an \(\mathbb{R}^n\) vector, which can accommodate most of the classification algorithms that work only on vector-based data.

### 14.5.0.3 Kernel-Based Similarity

In recent years, kernel-based sequence similarity metrics also got popular [29, 30, 34, 45, 46]. In [29, 30], the authors present several families of \(k\)-gram based string kernels, such as, restricted gappy kernels, substitution kernels, and wildcard kernels, all of which are based on feature spaces indexed by \(k\)-length subsequences (\(k\)-mers) from the string alphabet. These kernels are generally known as \(k\)-spectrum kernels. Given an alphabet \(\mathcal{A}\) from which the items of sequences is chosen, the simplest of the \(k\)-spectrum kernels transforms a sequence \(x\) with a function \(\Phi_k(x) = (\phi_a(x))_{a \in \mathcal{A}^k}\), where \(\phi_a(x)\) is the number of times \(a\) occurs in \(x\). The kernel function is the dot product of the feature vectors \(K(x, y) = \Phi_k(x) \cdot \Phi_k(y)\). [31] shows how to compute \(K(x, y)\) in \(O(kn)\) time using a suffix tree data structure. Sonnenburg et al. [46] propose a fast \(k\)-spectrum kernel with mismatching.

One disadvantage of a kernel based method is that they are not interpretable, which is a limitation for classification tasks in exploratory domains, such as bioinformatics. Sonnenburg et al. [45] propose a method to learn interpretable SVMs using a set of string kernels. Their idea is to use a weighted linear combination of base kernels, where each base kernel uses a distinctive set of features. The weights represent the importance of the features. After learning the SVM model, the user can have an insight into the importance of different features. Other kernels for sequential classification are polynomial-like kernels [41], Fisher’s kernel [19], and diffusion kernel [40].

### 14.5.0.4 Model-Based Similarity

Probabilistic models, such as HMM (Hidden Markov Model), are also used for finding similarity metric. For classifying a given set of sequences into different classes, such a method trains one HMM for each of the input sequences. Then the similarity between two sequences can be obtained from the similarity (or distance) between the corresponding HMMs. In the past, few authors have proposed approaches for computing the distance between two HMMs [38]; early approaches were based on the Euclidean distance of the discrete observation probability, others on entropy, or on co-emission probability of two HMM models, or on the Bayes probability of error [6].

### 14.5.0.5 Time Series Distance Metrics

Many of the early distance metrics of sequences are defined for time series data; examples include Euclidean distance [22], and dynamic time warping distance [8]. Time series distance functions are, however, more appropriate for continuous data, rather than discrete data. We refer the readers to the previous chapter, which covers time series data classification in detail.
14.6 Model-Based Method

A generative model for sequence classification assumes that the sequences in each class \( c_i \) are being generated by a model \( M_{c_i} \). \( M_{c_i} \) is defined over some alphabet \( \Sigma \), and for any string \( s \in \Sigma^* \), \( M_{c_i} \) specifies the probability \( \Pr_{M_{c_i}}(s|c_i) \) that the given sequence \( s \) is generated by the model \( M_{c_i} \); in other words \( \Pr_{M_{c_i}}(s|c_i) \) is the likelihood that the given sequence belongs to class \( i \). A classifier can then be constructed as below. First, using a training dataset, a probabilistic model \( M_{c_i} \) is trained for each class \( c_i \), for \( i = 1 \) to \( k \) using the sequences belonging to class \( c_i \). Then, to predict an unlabeled sequence (say, \( s \)) we simply use Bayes rule: \( \text{class}(s) = \arg \max_{c_j} \frac{\Pr_{M_{c_j}}(s|c_j) \Pr_{c_j}}{\sum_{k=1}^k \Pr_{M_k}(s|c_k) \Pr_{c_k}}. \)

Various probabilistic tools can be used to build the generative model, \( M_{c_i} \). The simplest is a naive Bayes classifier, which assumes that the features are independent, so the likelihood probability is simply the multiplication of the likelihood of finding a feature in a sequence given that the sequence belongs to the class \( c_i \). In [5], the authors show different variants of naive Bayes for building generative models for protein sequence classification. The first variant treats each protein sequence as if it were simply a bag of amino acids. The second variant (NB n-grams) applies the naive Bayes classifier to a bag of n-grams (\( n > 1 \)). Thus for the second variant, if we choose \( n = 1 \), it becomes the first variant. Note that the second variant, NB n-grams, violates the naive Bayes assumption of independence, because the neighboring n-grams overlap along the sequence and two adjacent n-grams have \( n - 1 \) elements in common. The third variant overcomes the above problem by constructing an undirected graphical probabilistic model for n-grams that uses a junction tree algorithm. Thus, the third variant is similar to the second variant except that the likelihood of each n-grams for some class is corrected so that the independence assumption of naive Bayes can be upheld. Their experiments show that the third variant performs better than the others while classifying protein sequences.

Another tool for building generative models for sequences is \( k \)-order Markov chains [54]. For this, a sequence is modeled as a graph in which each sequence element is represented by a node, and a direct dependency between two neighboring elements is represented by an edge in the graph. More generally, Markov models of order \( k \) capture the dependency between the current element \( s_{k+1} \) and its \( k \) preceding elements \( [s_k, \ldots, s_1] \) in a sequence. The higher the value of \( k \), the more complex the model is. As shown in [53, 54], the joint probability distribution for a \( (k-1) \)-order Markov model (MM) follows directly from the junction tree Theorem [11] and the definition of conditional probability.

\[
P(s = s_1s_2\cdots s_n, c_j) = \frac{\prod_{i=1}^n P(s = s_is_{i+k-1}, c_j)}{\prod_{i=1}^n P(s = s_is_{i+k-2}, c_j)}
= P(s = s_1\cdots s_{k-1}, c_j) \cdot \prod_{i=k}^n P(s = s_is_{i+k-1}c_j)
\]

Like any other generative model, the probability \( P(s = s_is_{i-1}\cdots s_{i-k+1}, c_j) \) can be estimated from data using the counts of the subsequences \( s_is_{i-1}\cdots s_{i-k+1}, c_j \) and \( s_{i-1}\cdots s_{i-k+1}, c_j \). Once all the model parameters (probabilities) are known, a new sequence \( s \) can be assigned to the most likely class based on the generative models for each class.

Yakshnenko et al. [53] train a \( (k-1) \)-order Markov model discriminatively instead of using a conventional generative setting so that the classification power of the Markov model can be increased. The difference between a generative model and a discriminative model is as below: a generative model, as we have discussed above, models the probability distribution of the process generating the sequence from each class; then the classification is performed by examining the likelihood of each class producing the observed features in the data, and assigning the sequence to the
most likely class. On the other hand, a discriminative model directly computes the class membership probabilities (or model class boundaries) without modeling the underlying class feature densities; to achieve this, it finds the parameter values that maximize a conditional likelihood function [39]. Thus the training step uses the count of various $k$-grams to iteratively update the parameter values (condition likelihood probabilities) to achieve a local optimal solution using some terminating condition. [53] used gradient descent method for updating the parameters. In their work, Yakhnenko et al. show that a discriminative Markov model performs better than a generative Markov model for sequence classification.

Hidden Markov Model (HMM) is also popular for sequence clustering and classification. Predominant use of HMM in sequence modeling is to build profile HMM that can be used for building probabilistic models of a sequence family. It is particularly used in bioinformatics for aligning a protein sequence with a protein family, a task commonly known as multiple sequence alignment. A profile HMM has three hidden states, match, insertion, and deletion; match and insertion are emitting states, and deletion is a non-emitting state. In the context of protein sequences, the emission probability of a match state is obtained from the distribution of residues in the corresponding column, and the emission probability of an insertion state is set to the background distribution of the residues in the dataset. Transition probabilities among various states are decided based on various gap penalty models [14]. To build a profile HMM from a set of sequences, we can first align them, and then use the alignment to learn the transition and emission probabilities by counting. Profile HMMs can also be built incrementally by aligning each new example with a profile HMM, and then updating the HMM parameters from the alignment that includes the new example.

Once built, a profile HMM can be used for sequence classification [24, 48, 56]. In the classification setting, a distinct profile HMM is build for each of the classes using the training examples of the respective classes. For classifying an unseen sequence, it is independently aligned with the profile-HMM of each of the classes using dynamic programming; the sequence is then classified to the class that achieves the highest alignment score. One can also estimate the log-likelihood ratio to decide which class a sequence should belong to. For this, given an HMM $H_i$ for the class $i$, assume $P(s|H_i)$ denotes the probability of $s$ under the HMM, and $P(s|H_0)$ denotes the probability of $s$ under the null model. Then the likelihood ratio can be computed as:

$$L(s) = \log \frac{P(s|H_i) \cdot P(H_i)}{P(s|H_0) \cdot P(H_0)} = \log \frac{P(x|H_i)}{P(x|H_0)} + \log \frac{P(H_i)}{P(H_0)}$$

A positive value of $L(s)$ indicates that the sequence $s$ belongs to the class $i$. The constant factor $\log P(H_i)/P(H_0)$ is called log prior odds, which provides an a priori means for biasing the decision [24]. In a recent work, Soullard and Artieres [47] use HMM together with HCRF (Hidden Conditional Random Field) for sequence classification.

### 14.7 Hybrid Methods

Many of the recent methods for sequence classification belong to multiple groups, which we call hybrid methods. We discuss some of these methods below.

A common hybrid is a distance based method that is equipped with model-based methodology, where the model is used for computing a distance or similarity. One of the earliest among these works is the work by Jaakkola et al. [19], which uses a hidden Markov model (HMM) for computing a kernel called Fisher kernel, which can be used along with an SVM classifier. Such usage of HMM is called discriminative setup of HMM, which is conceptually similar to the discriminative Markov model of Yakhnenko et al. [53] that we discussed in the previous section. Jaakkola et
al. begin with an HMM trained from positive examples of class $i$ to model a given protein family. Then they use this HMM to map each new protein sequence (say, $s$) that they want to classify into a fixed length vector (called score vector) and compute the kernel function on the basis of the Euclidean distance between the score vector of $s$ and the score vectors of known positive and negative examples of the protein family $i$. The resulting discriminative function is given by $L(s) = \sum_{i: s_i \in X_i} \lambda_i K(s, s_i) - \sum_{i: s_i \in X_0} \lambda_i K(s, s_i)$, where $\lambda_i$ are estimated from the positive training examples ($X_i$) and negative training examples ($X_0$).

In [43], the authors proposed a method that combines distance-based and feature-based methods. It is a feature-based method that uses a distance-based method for super-structuring and abstraction. It first finds all the $k$-grams of a sequence, and represents the sequences as a bag of $k$-grams. However, instead of using each of the $k$-grams as a unique feature, it partitions the $k$-grams into different sets so that each of the sets contain a group of most similar features. Each such group can be considered as an abstract feature. To construct the abstract features, the method takes a sequence dataset as a bag-of-$k$-grams, and clusters the $k$-grams using agglomerative hierarchical clustering until $m$ (user-defined) abstract features are obtained. In this clustering step, it computes a distance between each of the existing abstraction by using an information gain criterion.

Blasiak and Rangwala [9] proposed another hybrid method that combines distance-based and feature-based methods. They employ a scheme that uses an HMM variant to map a sequence to a set of fixed-length description vectors. The parameters of an HMM variant is learnt using various inference algorithms, such as Baum-Welch, Gibbs sampling, and a variational method. From the fixed-length description, any feature based traditional classification method can be used to classify a sequence into different classes.

In another work, Aggarwal [1] proposed a method that uses wavelet decomposition of a sequence to map it in the wavelet space. The objective of this transformation is to exploit the multi-resolution property of wavelet to create a scheme which considers sequence features that capture similarities between two sequences in different levels of granularity. Although the distance is computed in the wavelet space, for the classification, the method uses a rule-based classifier.

### 14.8 Non-Traditional Sequence Classification

We defined the sequence classification problem in Section 14.2.2. However, there are many variations to this definition. In this section we discuss some of the classification methods that consider alternative definitions of sequence classification.

#### 14.8.1 Semi-Supervised Sequence Classification

In a traditional supervised classification task, the classification model is built using labeled training instances. However, finding labeled data is costly. So, some classification systems use both labeled and unlabeled data to build a classification model that is known as a semi-supervised classification system. Many works have shown that the presence of unlabeled examples improves the classification performance [7, 58, 59]. Semi-supervised classification is considered in many of the existing works on sequence classification; we discuss some of the representative ones below.

For semi-supervised sequence classification, Weston et al. [51] propose a simple and scalable cluster kernel technique for incorporating unlabeled data for designing string kernels for sequence classification. The basic idea of cluster kernels is that two points in the same cluster or region should have a small distance between each other. The neighborhood kernel uses averaging over a neighborhood of sequences defined by a local sequence similarity measure, and the bagged kernel
uses bagged clustering of the full sequence dataset. These two kernels are used to modify a base string kernel so that unlabeled data are considered in the kernel computation. Authors show that the modified kernels greatly improve the performance of the classification of protein sequences.

Zhong et al. [57] propose an HMM-based semi-supervised classification for time series data (sequence of numbers); however, the method is general and can be easily made to work for discrete sequences as long as they can be modeled with an HMM. The method uses labeled data to train the initial parameters of a first order HMM, and then uses unlabeled data to adjust the model in an EM process. Wei et al. [50] adopt one nearest neighbor classifier for semi-supervised time series classification. The method handles a scenario where only small amounts of positively labeled instances are available.

### 14.8.2 Classification of Label Sequences

For many sequential data, each of the items in a sequence is given a label, instead a single label for the entire sequence. More formally, a label sequence classification problem can be formulated as follows. Let \( \{(s_i, y_i)\}_{i=1}^{N} \) be a set of \( N \) training instances, where \( s_i = s_{i,1}s_{i,2} \cdots s_{i,k} \) and \( y = y_{1,1}y_{1,2} \cdots y_{1,k} \). For example, in part-of-speech tagging, one \((s_i, y_i)\) pair might consist of \( x_i = \langle \text{do you want fries with that} \rangle \) and \( y_i = \langle \text{verb pronoun verb noun prep pronoun} \rangle \). The goal is to construct a classifier \( h \) that can correctly predict a new label sequence \( y = h(x) \) given an input sequence \( x \). Many of the earlier works on classifying label sequences appear in natural language processing [16, 26].

Hidden Markov Model is one of the most suitable models for classification of label sequences. In an HMM, the labels are considered the hidden states, and the sequence item at a position is the emission symbol at that corresponding hidden state. Using training examples, the HMM parameters (transition and emission probabilities) can be learned. Given a test sequence, the most likely label sequence can be obtained from the learned HMM model by using Viterbi algorithm. Besides HMM, other graphical models, particularly conditional random field (CRF), which is an undirected graphical model, is also used for predicting label sequences [26].

More recent works to solve this problem adopt sophisticated techniques. For instance, Altun et al. [4] proposed a method called Hidden Markov Support Vector machine, which overcomes some of the limitations of an HMM-based method. Specifically, this method adopts a discriminative approach to HMM modeling similar to some of the other works that we discussed [19, 53] in other sections. The label sequence problem has also been solved by using recurrent neural networks [16].

### 14.8.3 Classification of Sequence of Vector Data

Another variant of sequence classification is such that input sequence can be thought of as \( x = x_1 \cdots x_L \) where each of the \( x_l \) is a \( d \)-dimensional real-valued vector. Common examples of such a setup is image sequences in a video, and time series of vector-based data. Kim and Pavlovic [23] proposed a hybrid method for classifying a dataset of such sequences. Their method, called large margin Hidden Markov Model, uses a real-valued confidence function \( f(c, x) \). The confidence function predicts the class label of a new sequence \( x^* \) as \( c^* = \text{arg max}_c f(c, x^*) \), effectively defining the model’s class boundaries. HMM or any other probabilistic model that avails a posterior probability \( P(c|x) \) can be turned into a classifier with a log-likelihood confidence, namely \( f(c, x) = \log P(c|x) \). In a large margin framework, given the true class label \( y \) of the training data, it learns the confidence function \( f(\cdot) \) so that the margin between true and incorrect classes, defined as \( f(y, x) - f(c, x) \), is greater than 1 for \( \forall c \neq y \), which leads to a max-margin optimization problem. They solve an approximate version of this problem with an instance of a convex program, solvable by efficient gradient search.
14.9 Conclusions

Sequence classification is a well-developed research task with many effective solutions, however, some challenges still remain. One of them is that in many domains such a classification task suffers from class imbalance, i.e., for a sequence classification task in those domains the prior probability of the minority class can be a few magnitudes smaller that that of the majority class. A common example of this scenario can be a task that distinguishes between normal and anomalous sequences of credit card transactions of a customer. In a typical iid training dataset, the population of the anomalous class is rare, and most of the classification methods, to some extend, suffer performance loss due to this phenomenon. More research is required to overcome this limitation. Another challenge is to obtain a scalable sequence classification system, preferably on distributed systems (such as mapreduce) so that large scale sequence classification problems that appear in Web and e-commerce domains can be solved effectively.

To conclude, in this chapter we provided a survey of discrete sequence classification. We grouped the methodologies of sequence classification into three major groups: feature-based, distance-based, and model based, and discussed various classification methods that fall in these groups. We also discussed a few methods that overlap across multiple groups. Finally, we discussed some variants of sequence classification and discussed a few methods that solve those variants.
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15.1 Introduction

Network data has become ubiquitous. Communication networks, social networks, and the World Wide Web are becoming increasingly important to our day-to-day life. Moreover, networks can be defined implicitly by certain structured data sources, such as images and text. We are often interested in inferring hidden attributes (i.e., labels) about network data, such as whether a Facebook user will adopt a product, or whether a pixel in an image is part of the foreground, background, or some specific object. Intuitively, the network should help guide this process. For instance, observations and inference about someone’s Facebook friends should play a role in determining their adoption
probability. This type of joint reasoning about label correlations in network data is often referred to as collective classification.

Classic machine learning literature tends to study the supervised setting, in which a classifier is learned from a fully-labeled training set; classification performance is measured by some form of statistical accuracy, which is typically estimated from a held-out test set. It is commonly assumed that data points (i.e., feature-label pairs) are generated independently and identically from an underlying distribution over the domain, as illustrated in Figure 15.1(a). As a result, classification is performed independently on each object, without taking into account any underlying network between the objects. Classification of network data does not fit well into this setting. Domains such as Webpages, citation networks, and social networks have naturally occurring relationships between objects. Because of these connections (illustrated in Figure 15.1(b)), their features and labels are likely to be correlated. Neighboring points may be more likely to share the same label (a phenomenon sometimes referred to as social influence or contagion), or links may be more likely between instances of the same class (referred to as homophily or assortativity). Models that classify each object independently are ignoring a wealth of information, and may not perform well.

Classifying real network data is further complicated by heterogeneous networks, in which nodes may not have uniform local features and degrees (as illustrated in Figure 15.1(c)). Because of this, we cannot assume that nodes are identically distributed. Also, it is likely that there is not a clean split between the training and test sets (as shown in Figure 15.1(d)), which is common in relational datasets. Without independence between training and testing, it may be difficult to isolate training accuracy from testing accuracy, so the statistical properties of the estimated model are not straightforward.

In this article, we provide an overview of existing approaches to collective classification. We begin by formally defining the problem. We then examine several approaches to collective classification: iterative wrappers for local predictors, graph-based regularization and probabilistic graphical models. To help ground these concepts in practice, we review some common feature engineering techniques for real-world problems. Finally, we conclude with some interesting applications of collective classification.

### 15.2 Collective Classification Problem Definition

Fix a graph $G \triangleq (V, E)$ on $n$ nodes $V \triangleq \{1, \ldots, n\}$, with edges $E \subseteq V \times V$. For the purposes of this chapter, assume that the structure of the graph is given or implied by an observed network topology. For each node $i$, we associate two random variables: a set of local features $X_i$ and a label $Y_i$, whose (possibly heterogeneous) domains are $X_i$ and $Y_i$ respectively. Assume that the local features of the entire network, $X \triangleq \{X_1, \ldots, X_n\}$, are observed. In some cases, a subset of the labels, $Y \triangleq \{Y_1, \ldots, Y_n\}$, are observed as well; we denote the labeled and unlabeled subsets by $Y^\ell \subseteq Y$ and $Y^u \subseteq Y$, respectively, where $Y^\ell \cap Y^u = \emptyset$ and $Y^\ell \cup Y^u = Y$. Given $X$ and $Y^\ell$, the collective classification task is to infer $Y^u$.

In general, collective classification is a combinatorial optimization problem. The objective function varies, depending on the choice of model; generally, one minimizes an energy function that depends on parametric assumptions about the generating distribution. Here we describe several common approaches: iterative classification, label propagation, and graphical models.

Throughout this document, we employ the following notation. Random variables will be denoted by uppercase letters, e.g., $X$, while realizations of variables will be indicated by lowercase, e.g., $x$. Sets or vectors of random variables (or realizations) will be denoted by bold, e.g., $X$ (or $x$). For a
node $i$, let $\mathcal{N}_i$ denote the set of indices corresponding to its (open) neighborhood; that is, the set of nodes adjacent to $i$ (but not including it).

### 15.2.1 Inductive vs. Transductive Learning

Learning scenarios for collective classification broadly fall into two main categories: *inductive* and *transductive*. In inductive learning, data is assumed to be drawn from a distribution over the domain; that is, a sentence, image, social network, or some other data structure is generated according to a distribution over instances of said structure. Given a number of labeled structures drawn from this distribution, the objective is to learn to predict on new draws. In the transductive setting, the problem domain is fixed, meaning the data simply exists. The distribution from which the data was drawn is therefore irrelevant, since there is no randomness over what values could occur. Instead, randomness comes from which nodes are labeled, which happens via some stochastic sampling process. Given a labeled subset of the data, the goal is to learn to correctly predict the remaining instances.

In the inductive setting, one commonly assumes that draws of test examples are independent of the training examples. However, this may not hold with relational data, since the data-generating process may inject some dependence between draws from the distribution. There may be dependencies between nodes in the train and test data, as illustrated in Figure 15.1. The same is true of the transductive setting, since the training data may just be a labeled portion of one large network. The dependencies between training and testing must be considered when computing certain metrics, such as train and test accuracy [21].

Since collective methods leverage the correlations between adjacent nodes, researchers typically assume that a small subset of labels are given during prediction. In the transductive setting, these
nodes are simply the training set; in the inductive setting, this assumes that draws from the distribution over network structures are partially labeled. However, inductive collective classification is still possible even if no labels are given.

15.2.2 Active Collective Classification

An interesting subproblem in collective classification is how one acquires labels for training (or prediction). In supervised and semi-supervised learning, it is commonly assumed that annotations are given \textit{a priori}—either adversarially, as in the online model, oragnostically, as in the \textit{probably approximately correct} (PAC) model. In these settings, the learner has no control over which data points are labeled.

This motivates the study of \textit{active} learning. In active learning, the learner is given access to an \textit{oracle}, which it can query for the labels of certain examples. In active collective classification, the learning algorithm is allowed to ask for the labels of certain nodes, so as to maximize its performance using the minimal number of labels. How it decides which labels to query for is an open problem that is generally NP-hard; nonetheless, researchers have proposed many heuristics that work well in practice [4, 21, 27]. These typically involve some trade-off between propagation of information from an acquired label and coverage of the network.

The label acquisition problem is also relevant during inference, since the predictor might have access to a label oracle at test time. This form of \textit{active inference} has been very successful in collective classification [3, 35]. Queries can sometimes be very sophisticated: a query might return not only a node’s label, but also the labels of its neighbors; if the data graph is uncertain, a query might also return information about a node’s local relationships (e.g., friends, citations, influencers, etc.). This has been referred to as \textit{active surveying} [30, 38].

Note that an optimal label acquisition strategy for active learning may not be optimal for active inference, so separate strategies may be beneficial. However, the relative performance improvements of active learning and inference are easily conflated, making it difficult to optimize the acquisition strategies. [21] proposes a relational active learning framework to combat this problem.

15.3 Iterative Methods

Collective classification can in some sense be seen as achieving agreement amongst a set of interdependent, local predictions. Viewed as such, some approaches have sought ways to iteratively combine and revise individual node predictions so as to reach an equilibrium. The collective inference algorithm is essentially just a wrapper (or \textit{meta-algorithm}) for a local prediction subroutine. One of the benefits of this technique is that local predictions can be made efficiently, so the complexity of collective inference is effectively the number of iterations needed for convergence. Though neither convergence nor optimality is guaranteed, in practice, this approach typically converges quickly to a good solution, depending on the graph structure and problem complexity. The methods presented in this section are representative of this iterative approach.

15.3.1 Label Propagation

A natural assumption in network classification is that adjacent nodes are likely to have the same label, (i.e., contagion). If the graph is weighted, then the edge weights $\{w_{i,j}\}_{(i,j) \in E}$ can be interpreted as the strength of the associativity. Weights can sometimes be derived from observed features $X$ via a similarity function. For example, a \textit{radial basis function} can be computed between
Collective Classification of Network Data

adjacent nodes \((i, j)\) as

\[
    w_{i,j} = \exp \left( -\frac{\|X_i - X_j\|^2}{\sigma^2} \right),
\]

(15.1)

where \(\sigma\) is a parameter that determines the width of the Gaussian.

Suppose the labels are binary, with \(Y_i \in \{-1, 1\}\) for all \(i = 1, \ldots, n\). If node \(i\) is unlabeled, we could predict a score for \(Y_i = 1\) (or \(Y_i = -1\)) as the weighted average of its neighbors’ labels, i.e.,

\[
    Y_i \leftarrow \frac{1}{\sum_{j \in \mathcal{N}_i} w_{i,j}} \sum_{j \in \mathcal{N}_i} w_{i,j} Y_j.
\]

One could then clamp \(Y_i\) to \(\{\pm 1\}\) using its sign, \(\text{sgn}(Y_i)\). While we probably will not know all of the labels of \(\mathcal{N}_i\), if we already had predictions for them, we could use these, then iterate until the predictions converge. This is precisely the idea behind a method known as label propagation. Though the algorithm was originally proposed by [48] for general transductive learning, it can easily be applied to network data by constraining the similarities according to a graph. An example of this is the modified adsorption algorithm [39].

Algorithm 15.1 provides pseudocode for a simple implementation of label propagation. The algorithm assumes that all labels are \(k\)-valued, meaning \(|Y_i| = k\) for all \(i = 1, \ldots, n\). It begins by constructing a \(n \times k\) label matrix \(Y \in \mathbb{R}^{n \times k}\), where entry \(i, j\) corresponds to the probability that \(Y_i = j\). The label matrix is initialized as

\[
    Y_{i,j} = \begin{cases} 
        1 & \text{if } Y_i \in Y^\ell \text{ and } Y_i = j, \\
        0 & \text{if } Y_i \in Y^u \text{ and } Y_i \neq j, \\
        1/k & \text{if } Y_i \in Y^u. 
    \end{cases}
\]

(15.2)

It also requires an \(n \times n\) transition matrix \(T \in \mathbb{R}^{n \times n}\); semantically, this captures the probability that a label propagates from node \(i\) to node \(j\), but it is effectively just the normalized edge weight, defined as

\[
    T_{i,j} = \begin{cases} 
        \frac{w_{i,j}}{\sum_{j \in \mathcal{N}_i} w_{i,j}} & \text{if } j \in \mathcal{N}_i, \\
        0 & \text{if } j \notin \mathcal{N}_i. 
    \end{cases}
\]

(15.3)

The algorithm iteratively multiplies \(Y\) by \(T\), thereby propagating label probabilities via a weighted average. After the multiply step, the unknown rows of \(Y\), corresponding to the unknown labels, must be normalized, and the known rows must be clamped to their known values. This continues until the values of \(Y\) have stabilized (i.e., converged to within some sufficiently small \(\varepsilon\) of change), or until a maximum number of iterations has been reached.

Algorithm 15.1 Label propagation
1: Initialize \(Y\) per Equation (15.2)
2: Initialize \(T\) per Equation (15.3)
3: repeat
4: \(Y \leftarrow TY\)
5: Normalize unknown rows of \(Y\)
6: Clamp known rows of \(Y\) using known labels
7: until convergence or maximum iterations reached
8: Assign to \(Y_i\) the \(j\)th label, where \(j\) is the highest value in row \(i\) of \(Y\).

One interesting property of this formulation of label propagation is that it is guaranteed to converge to a unique solution. In fact, there is a closed-form solution, which we will describe in Section 15.4.
15.3.2 Iterative Classification Algorithms

While label propagation is surprisingly effective, its predictor is essentially just a weighted average of neighboring labels, which may sometimes fail to capture complex relational dynamics. A more sophisticated approach would be to use a richer predictor. Suppose we have a classifier $h$ that has been trained to classify a node $i$, given its features $X_i$ and the features $X_{N_i}$ and labels $Y_{N_i}$ of its neighbors. Iterative classification does just that, applying local classification to each node, conditioned on the current predictions (or ground truth) on its neighbors, and iterating until the local predictions converge to a global solution. Iterative classification is an “algorithmic framework,” in that it is agnostic to the choice of predictor; this makes it a very versatile tool for collective classification.

[6] introduced this approach and reported impressive gains in classification accuracy. [31] further developed the technique, naming it “iterative classification,” and studied the conditions under which it improved classification performance [14]. Researchers [24, 25, 28] have since proposed various improvements and extensions to the basic algorithm we present.

![Algorithm 15.2 Iterative classification](image)

Algorithm 15.2 depicts pseudo-code for a simple iterative classification algorithm. The algorithm begins by initializing all unknown labels $Y_u$ using only the features $(X_i, X_{N_i}, Y_{N_i})$ and observed neighbor labels $Y_{N_i} \subseteq Y_{N}$. (This may require a specialized initialization classifier.) This process is sometimes referred to as bootstrapping. It then iteratively updates these values using the current predictions as well as the observed features and labels. This process repeats until the predictions have stabilized, or until a maximum number of iterations has been reached.

Clearly, the order in which nodes are updated affects the predictive accuracy and convergence rate, though there is some evidence to suggest that iterative classification is fairly robust to a number of simple ordering strategies—such as random ordering, ascending order of neighborhood diversity and descending order of prediction confidences [11]. Another practical issue is when to incorporate the predicted labels from the previous round into the current round of prediction. Some researchers [28, 31] have proposed a “cautious” approach, in which only predicted labels are introduced gradually. More specifically, at each iteration, only the top $k$ most confident predicted labels are used, thus ignoring less confident, potentially noisy predictions. At the start of the algorithm, $k$ is initialized to some small number; then, in subsequent iterations, the value of $k$ is increased, so that in the last iteration all predicted labels are used.

One benefit of iterative classification is that it can be used with any local classifier, making it extremely flexible. Nonetheless, there are some practical challenges to incorporating certain classifiers. For instance, many classifiers are defined on a predetermined number of features, making it difficult to accommodate arbitrarily-sized neighborhoods. A common workaround is to aggregate the neighboring features and labels, such as using the proportion of neighbors with a given
label, or the most frequently occurring label. For classifiers that return a vector of scores (or conditional probabilities) instead of a label, one typically uses the label that corresponds to the maximum score. Some of the classifiers used included: naïve Bayes [6, 31], logistic regression [24], decision trees, [14] and weighted-majority [25].

Iterative classification prescribes a method of inference, but it does not instruct how to train the local classifiers. Typically, this is performed using traditional, non-collective training.

15.4 Graph-Based Regularization

When viewed as a transductive learning problem, the goal of collective classification is to complete the labeling of a partially-labeled graph. Since the problem domain is fixed (that is, the data to be classified is known), there is no need to learn an inductive model; simply the predictions for the unknown labels will suffice. A broad category of learning algorithms, known as graph-based regularization techniques, are designed for this type of model-free prediction. In this section, we review these methods.

For the remainder of this section, we will employ the following notation. Let \( y \in \mathbb{R}^n \) denote a vector of labels corresponding to the nodes of the graph. For the methods considered in this section, we assume that the labels are binary; thus, if the \( i \)-th label is known, then \( y_i \in \{ \pm 1 \} \), and otherwise, \( y_i = 0 \). The learning objective is to produce a vector \( h \in \mathbb{R}^n \) of predictions that minimizes the L2 distance to \( y \) for the known labels. We can formulate this as a weighted inner product using a diagonal matrix \( C \in \mathbb{R}^{n \times n} \), where the \((i,i)\) entry is set to 1 if the \( i \)-th label is observed and 0 otherwise.\(^2\) The error can thus be expressed as

\[
(h - y)^	op C (h - y).
\]

Unconstrained graph-based regularization methods can be generalized using the following abstraction (due to [8]). Let \( Q \in \mathbb{R}^{n \times n} \) denote a symmetric matrix, whose entries are determined based on the structure of the graph \( G \), the local attributes \( X \) (if available), and the observed labels \( Y^\ell \). We will give several explicit definitions for \( Q \) shortly; for the time being, it will suffice to think of \( Q \) as a regularizer on \( h \). Formulated as an unconstrained optimization, the learning objective is

\[
\arg \min_h h^	op Q h + (h - y)^	op C (h - y).
\]

One can interpret the first term as penalizing certain label assignments, based on observed information; the second term is simply the prediction error with respect to the training labels. Using vector calculus, we obtain a closed-form solution to this optimization as

\[
h^* = (C^{-1} Q + I)^{-1} y = (Q + C)^{-1} C y,
\]

where \( I \) is the \( n \times n \) identity matrix. This is fairly efficient to compute for moderate-sized networks; the time complexity is dominated by \( O(n^3) \) operations for the matrix inversion and multiplication. For prediction, the “soft” values of \( h \) can be clamped to \( \{ \pm 1 \} \) using the sign operator.

The effectiveness of this generic approach comes down to how one defines the regularizer, \( Q \). One of the first instances is due to [49]. In this formulation, \( Q \) is a graph Laplacian, constructed

---

\(^1\)This is not to say that inductive models are not useful in the transductive setting. Indeed, many practitioners apply model-based approaches to transductive problems [37].

\(^2\)One could also apply different weights to certain nodes; or, if \( C \) were not diagonal, one could weight errors on certain combinations of nodes differently.
as follows: for each edge \((i, j) \in E\), define a weight matrix \(W \in \mathbb{R}^{n \times n}\), where each element \(w_{i,j}\) is defined using the radial basis function in (15.1); define a diagonal matrix \(D \in \mathbb{R}^{n \times n}\) as

\[
d_{i,j} \triangleq \sum_{j=1}^{n} w_{i,j};
\]

one then computes the regularizer as

\[
Q \triangleq D - W.
\]

One could alternately define the regularizer as a normalized Laplacian,

\[
Q \triangleq I - D^{-\frac{1}{2}}WD^{-\frac{1}{2}},
\]

per [47]. [15] extended this method for heterogeneous networks—that is, graphs with multiple types of nodes and edges. Another variant, due to [43], sets

\[
Q \triangleq (I - A)^\top(I - A),
\]

where \(A \in \mathbb{R}^{n \times n}\) is a row-normalized matrix capturing the local pairwise similarities. All of these formulations impose a smoothness constraint on the predictions, that “similar” nodes—where similarity can be defined by the Gaussian in (15.1) or some other kernel—should be assigned the same label.

There is an interesting connection between graph-based regularization and label propagation. Under the various parameterizations of \(Q\), one can show that (15.4) provides a closed-form solution to the label propagation algorithm in Section 15.3.1 [48]. This means that one can compute certain formulations of label propagation without directly computing the iterative algorithm. Heavily optimized linear algebra solvers can be used to compute (15.4) quickly. Another appealing aspect of these methods is their strong theoretical guarantees [8].

### 15.5 Probabilistic Graphical Models

Graphical models are powerful tools for joint, probabilistic inference, making them ideal for collective classification. They are characterized by a graphical representation of a probability distribution \(P\), in which random variables are nodes in a graph \(G\). Graphical models can be broadly categorized by whether the underlying graph is directed (e.g., Bayesian networks or collections of local classifiers) or undirected (e.g., Markov random fields). In this section, we discuss both kinds.

Collective classification in graphical models involves finding the assignment \(y^u\) that maximized the conditional likelihood of \(Y^u\), given evidence \((X = x, Y^l = y^l)\); i.e.,

\[
\arg \max_y P(Y^u = y^u | X = x, Y^l = y^l), \tag{15.5}
\]

where \(y = (y^l, y^u)\). This type of inference—known alternately as maximum a posteriori (MAP) or most likely explanation (MPE)—is known to be NP-hard in general graphical models, though there are certain exceptions in which it can be computed efficiently, and many approximation algorithms that perform well in most settings. We will review selected inference algorithms where applicable.

#### 15.5.1 Directed Models

The fundamental directed graphical model is a Bayesian network (also called Bayes net, or BN).
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**Definition 15.5.1 (Bayesian Network)** A Bayesian network consists of a set of random variables \( Z \equiv \{Z_1, \ldots, Z_n\} \), a directed, acyclic graph (DAG) \( G \equiv (V, E) \), and a set of conditional probability distributions (CPDs), \( \{P(Z_i | Z_{\mathcal{P}_i})\}_{i=1}^n \), where \( \mathcal{P}_i \) denotes the indices corresponding to the causal parents of \( Z_i \). When multiplied, the CPDs describe the joint distribution of \( Z \); i.e., \( P(Z) = \prod_i P(Z_i | Z_{\mathcal{P}_i}) \).

BNs model causal relationships, which are captured by the directionality of the edges; an edge \((i, j) \in E\) indicates that \( Z_i \) influences \( Z_j \). For a more thorough review of BNs, see [18] or Chapter X of this book.

Though BNs are very popular in machine learning and data mining, they can only be used for models with fixed structure, making them inadequate for problems with arbitrary relational structure. Since collective classification is often applied to arbitrary data graphs—such as those found in social and citation networks—some notion of templating is required. In short, templating defines subgraph patterns that are instantiated (or, grounded) by the data graph; model parameters (CPDs) are thus tied across different instantiations. This allows directed graphical models to be used on complex relational structures.

One example of a templated model is probabilistic relational models (PRMs) [9, 12]. A PRM is a directed graphical model defined by a relational database schema. Given an input database, the schema is instantiated by the database records, thus creating a BN. This has been shown to work for some collective classification problems [12, 13], and has the advantage that a full joint distribution is defined.

To satisfy the requirement of acyclicity when the underlying data graph is undirected, one constructs a (templated) BN or PRM as follows. For each potential edge \( \{i, j\} \) in data graph, define a binary random variable \( E_{ij} \). Assume that a node’s features are determined by its label. If we further assume that its label is determined by its neighbors’ labels (i.e., contagion), then we draw a directed edge from each \( E_{ij} \) to the corresponding \( Y_i \) and \( Y_j \), as illustrated in Figure 15.2a. On the other hand, if we believe that a node’s label determines who it connects to (i.e., homophily), then we draw an edge from each \( Y_i \) to all \( E_{ij} \), as shown in Figure 15.2b. The direction of causality is a modeling decision, which depends on one’s prior belief about the problem. Note that, in both cases, the resulting graphical model is acyclic.

**FIGURE 15.2 (See color insert.):** Example BN for collective classification. Label nodes (green) determine features (purple), which are represented by a single vector-valued variable. An edge variable (yellow) is defined for all potential edges in the data graph. In (a), labels are determined by link structure, representing contagion. In (b), links are functions of labels, representing homophily. Both structures are acyclic.

Another class of templated, directed graphical models is relational dependency networks (RDNs) [32]. RDNs have the advantage of supporting graph cycles, though this comes at the cost of consistency; that is, the product of an RDN’s CPDs does not necessarily define a valid probability
distribution. RDN inference is therefore only approximate, but can be very fast. Learning RDNs is also fast, because it reduces to independently learning a set of CPDs.

15.5.2 Undirected Models

While directed graphical models are useful for their representation of causality, sometimes we do not need (or want) to explicitly define causality; sometimes we only know the interactions between random variables. This is where undirected graphical models are useful. Moreover, undirected models are strictly more general than directed models; any directed model can be represented by an undirected model, but there are distributions induced by undirected models that cannot be reproduced in directed models. Specifically, graph structures involving cycles are representable in undirected models, but not in directed models.

Most undirected graphical models fall under the umbrella of Markov random fields (MRFs), sometimes called Markov networks [40].

**Definition 15.5.2 (Markov random field)** A Markov random field (MRF) is defined by a set of random variables $Z \triangleq \{Z_1, \ldots, Z_n\}$, a graph $G \triangleq (V, E)$, and a set of clique potentials $\{\phi_c : \text{dom}(c) \to \mathbb{R}\}_{c \in C}$, where $C$ is a set of predefined cliques and $\text{dom}(c)$ is the domain of clique $c$. (To simplify notation, assume that potential $\phi_c$ only operates on the set of variables contained in clique $c$.) The potentials are often defined as a log-linear combination of features $f_c$ and weights $w_c$, such that $\phi_c(z) \triangleq \exp(w_c \cdot f_c(z))$. An MRF defines a probability distribution $P$ that factorizes as

$$P(Z = z) = \frac{1}{\Phi} \prod_{c \in C} \phi_c(z) = \frac{1}{\Phi} \exp \left( \sum_{c \in C} w_c \cdot f_c(z) \right),$$

where $\Phi \triangleq \sum_z \prod_{c \in C} \phi_c(z)$ is a normalizing constant. This model is said to be Markovian because any variable $Z_i$ is independent of any non-adjacent variables, conditioned its neighborhood $Z_{\overline{N}_i}$ (sometimes referred to as its Markov blanket).

For collective classification, one can define a conditional MRF (sometimes called a CRF), whose conditional distribution is

$$P(Y^u = y^u | X = x, Y^\ell = y^\ell) = \frac{1}{\Phi} \prod_{c \in C} \phi_c(x, y) = \frac{1}{\Phi} \exp \left( \sum_{c \in C} w_c \cdot f_c(x, y) \right).$$

For relational tasks, such as collective classification, one typically defines the cliques via templating. Similar to a PRM (see Section 15.5.1), a clique template is just a subgraph pattern—although in this case it is a fully-connected, undirected subgraph. The types of templates used directly affects model complexity, in that smaller templates correspond to a simpler model, which usually generalizes better to unseen data. Thus, MRFs are commonly defined using low-order templates, such as singletons, pairs, and sometimes triangles. Examples of templated MRFs include relational MRFs [40], Markov logic networks [36], and hinge-loss Markov random fields [2].

To make this concrete, we consider the class of pairwise MRFs. A pairwise MRF has features and weights for all singleton and pairwise cliques in the graph; thus, its distribution factorizes as

$$P(Z = z) = \frac{1}{\Phi} \left( \prod_{i \in V} \phi_i(z) \right) \left( \prod_{\{i,j\} \in E} \phi_{i,j}(z) \right)$$

$$= \frac{1}{\Phi} \exp \left( \sum_{i \in V} w_i \cdot f_i(z) + \sum_{\{i,j\} \in E} w_{i,j} \cdot f_{i,j}(z) \right).$$
Collective Classification of Network Data

Since it is straightforward to derive the posterior distribution for collective classification, we omit it here.) If we assume that the domains of the variables are discrete, then it is common to define the features as basis vectors indicating the state of the assignment. For example, if $|Z_i| = k$ for all $i$, then $f_i(z)$ is a length-$k$ binary vector, whose $j$th entry is equal to one if $z_i$ is in the $j$th state and zero otherwise; similarly, $f_{i,j}(z)$ has length $k^2$ and the only nonzero entry corresponds to the joint state of $(z_i, z_j)$. To make this MRF templated, we simply replace all $w_i$ with a single $w_{\text{single}}$, and all $w_{i,j}$ with a single $w_{\text{pair}}$.

It is important to note that the data graph does not necessarily correspond to the graph of the MRF; there is some freedom in how one defines the relational features $\{f_{i,j}\} \in E$. However, when using a pairwise MRF for collective classification, it is natural to define a relational feature for each edge in the data graph. Defining $f_{i,j}$ as a function of $(Y_i, Y_j)$ models the dependence between labels. One may alternately model $(X_i, Y_i, X_j, Y_j)$ to capture the pairwise interactions of both features and labels.

### 15.5.3 Approximate Inference in Graphical Models

Exact inference in general graphical models is intractable, depending primarily on the structure of the underlying graph. Specifically, inference is exponential in the graph’s treewidth. For structures with low treewidth—such as chains and trees—exact inference can be relatively fast. Unfortunately, these tractable settings are rare in collective classification, so inference is usually computed approximately. In this section, we review some commonly used approximate inference algorithms for directed and undirected graphical models.

#### 15.5.3.1 Gibbs Sampling

Gibbs sampling is a general framework for approximating a distribution, when the distribution is presumed to come from a specified family, such as Gaussian, Poisson, etc. It is a Markov chain Monte Carlo (MCMC) algorithm, in that it iteratively samples from the current estimate of the distribution, constructing a Markov chain that converges to the target (stationary) distribution. Gibbs sampling is efficient because it samples from the conditional distributions of the individual variables, instead of the joint distribution over all variables. To make this more concrete, we examine Gibbs sampling for inference in directed graphical models, in the context of collective classification.

Pseudocode for a Gibbs sampling algorithm (based on [10, 25]) is given in Algorithm 15.3. At a high level, the algorithm works by iteratively sampling from the posterior distribution of each $Y_i$, i.e., random draws from $P(Y_i | X, Y_N)$. Like iterative classification, it initializes the posteriors using some function of the local and neighboring features, as well as any observed neighboring labels; this could be the (normalized) output of a local predictor. It then iteratively samples from each of the current posteriors and uses the sampled values to update the probabilities. This process is repeated until the posteriors converge, or until a maximum number of iterations is reached. Upon terminating, the samples for each node are averaged to obtain the approximate marginal label probabilities, $P(Y_i = y)$ (which can be used for prediction by choosing the label with the highest marginal probability). In practice, one typically sets aside a specified number of initial iterations as “burn-in” and averages over the remaining samples. In the limit of infinite data, the estimates should asymptotically converge to the true distribution.

Gibbs sampling is a popular method of approximate (marginal) inference in directed graphical models, such as BNs and PRMs. While each iteration of Gibbs sampling is relatively efficient, many iterations are required to obtain an accurate estimate of the distribution, which may be impractical. Thus, there is a trade-off between the running time and the accuracy of the approximate marginals.
15.3.2 Loopy Belief Propagation (LBP)

For certain undirected graphical models, exact inference can be computed efficiently via message passing, or belief propagation (BP), algorithms. These algorithms follow a simple iterative pattern: each variable passes its “beliefs” about its neighbors’ marginal distributions, then uses the incoming messages about its own value to updates its beliefs. Convergence to the true marginals is guaranteed for tree-structured MRFs, but is not guaranteed for MRFs with cycles. That said, BP can still be used for approximate inference in general, so-called “loopy” graphs, with a minor modification: messages are discounted by a constant factor (sometimes referred to as damping). This algorithm is known as loopy belief propagation (LBP).

The LBP algorithm shown in Algorithm 15.4 [45, 46] assumes that the model is a pairwise MRF with singleton potentials defined on each \((X_i, Y_i)\) and pairwise potentials on each adjacent \((Y_i, Y_j)\). We denote by \(m_{i\rightarrow j}(y)\) the message sent by \(Y_i\) to \(Y_j\) regarding the belief that \(Y_j = y\); \(\phi_i(y)\) denotes the \(i\)th local potential function evaluated for \(Y_i = y\), and similarly for the pairwise potentials; \(\alpha \in (0, 1]\) denotes a constant discount factor. The algorithm begins by initializing all messages to one. It then iterates over the message passing pattern, wherein \(Y_i\) passes its beliefs \(m_{i\rightarrow j}(y)\) to all \(j \in \mathcal{N}_i\), using the incoming messages \(m_{k\rightarrow i}(y)\), for all \(k \in \mathcal{N}_i \setminus j\), from the previous iteration. Similar to Gibbs sampling, the algorithm iterates until the messages stabilize, or until a maximum number of iterations is reached, after which we compute the approximate marginal probabilities.

15.6 Feature Construction

Thus far, we have used rather abstract problem representations, using an arbitrary data graph \(G \triangleq (\mathcal{V}, \mathcal{E})\), feature variables \(X\), and label variables \(Y\). In practice, how one maps a real-world
Algorithm 15.4 Loopy Belief Propagation

1: for \( \{i, j\} \in E \) do [initialize messages]
2: \hspace{1em} for \( y \in \mathcal{Y}_j \) do
3: \hspace{2em} \( m_{i \rightarrow j}(y) \leftarrow 1 \)
4: \hspace{1em} end for
5: end for
6: repeat [message passing]
7: \hspace{1em} for \( \{i, j\} \in E \) do
8: \hspace{2em} for \( y \in \mathcal{Y}_j \) do
9: \hspace{3em} \( m_{i \rightarrow j}(y) \leftarrow \alpha \sum_{y'} \phi_{i,j}(y',y) \phi_i(y') \prod_{k \in N_i \setminus j} m_{k \rightarrow i}(y') \)
10: \hspace{2em} end for
11: \hspace{1em} end for
12: until convergence or maximum iterations reached
13: for \( i = 1, \ldots, n \) do [compute marginals]
14: \hspace{1em} for \( y \in \mathcal{Y}_i \) do
15: \hspace{2em} \( P(Y_i = y) \leftarrow \alpha \phi_i(y) \prod_{j \in N_i} m_{j \rightarrow i}(y) \)
16: \hspace{1em} end for
17: end for

problem to these representations can have a greater impact than the choice of model or inference algorithm. This process, sometimes referred to as feature construction (or feature engineering), is perhaps the most challenging aspect of data mining. In this section, we explore various techniques, motivated by concrete examples.

15.6.1 Data Graph

Network structure is explicit in certain collective classification problems, such as categorizing users in a social network or pages in a Web site. However, there are other problems that exhibit implicit network structure.

An example of this is image segmentation, a common computer vision problem. Given an observed image—i.e., an \( m \times n \) matrix of pixel intensities—the goal is to label each pixel as being part of a certain object, from a predetermined set of objects. The structure of the image naturally suggests a grid graph, in which each pixel \((i, j)\) is a node, adjacent to (up to) four neighboring pixels. However, one could also define the neighborhood using the diagonally adjacent pixels, or use wider concentric rings. This decision reflects on one’s prior belief of how many pixels directly interact with \((i, j)\); that is, its Markov blanket.

A related setting is part-of-speech (POS) tagging in natural language processing. This task involves tagging each word in a sentence with a POS label. The linear structure of a sentence is naturally represented by a path graph; i.e., a tree in which each vertex has either one or two neighbors. One could also draw edges between words separated by two hops, or, more generally, \( n \) hops, depending on one’s belief about sentence construction.

The data graph can also be inferred from distances. Suppose the task is to predict which individuals in a given population will contract the flu. Infection is obviously related to proximity, so it is natural to construct a network based on geographic location. Distances can be thresholded to create unweighted edges (e.g., “close” or “not close”), or they can be incorporated as weights (if the model supports it).

Structure can sometimes be inferred from other structure. An example of this is found in document classification in citation networks. In a citation network, there are explicit links from papers citing other papers. There are also implicit links between two papers that cite the same paper. These “co-citation” edges complete a triangle between three connected nodes.
Links can also be discovered as part of the inference problem [5, 26]. Indeed, collective classification and link prediction are complimentary tasks, and it has been shown that coupling these predictions can improve overall accuracy [29].

It is important to note that not all data graphs are unimodal—that is, they may involve multiple types of nodes and edges. In citation networks, authors write papers; authors are affiliated with institutions; papers cite other papers; and so on.

### 15.6.2 Relational Features

Methods based on local classifiers, such as ICA, present a unique challenge to relational feature engineering: while most local classifiers require fixed-length feature vectors, neighborhood sizes are rarely uniform in real relational data. For example, a paper can have any number of authors. If the number of neighbors is bounded by a reasonably small constant (a condition often referred to as bounded degree), then it is possible to represent neighborhood information using a fixed-length vector. However, in naturally occurring graphs, such as social networks, this condition is unlikely.

One solution is to aggregate neighborhood information into a fixed number of statistics. For instance, one could count the number of neighbors exhibiting a certain attribute; for a set of attributes, this amounts to a histogram. For numerical or ordinal attributes, one could also use the mean, mode, minimum or maximum. Another useful statistic is the number of triangles, which reflects the connectivity of the neighborhood. More complex, domain-specific aggregates are also possible. Within the inductive logic programming community, aggregation has been studied as a means for propositionalizing a relational classification problem [17, 19, 20]. In the machine learning community, [33, 34] have studied aggregation extensively.

Aggregation is also useful for defining relational features in graphical models. Suppose one uses a pairwise MRF for social network classification. For each pair of nodes, one could obviously consider the similarities of their local features; yet one could also consider the similarities of their neighborhood structures. A simple metric is the number of common neighbors. To compensate for varying neighborhood sizes, one could normalize the intersection by the union, which is known as Jaccard similarity,

\[
J(\mathcal{N}_i, \mathcal{N}_j) \equiv \frac{\mathcal{N}_i \cap \mathcal{N}_j}{\mathcal{N}_i \cup \mathcal{N}_j}.
\]

This can be generalized to the number (or proportion) of common neighbors who exhibit a certain attribute.

### 15.7 Applications of Collective Classification

Collective classification is a generic problem formulation that has been successfully applied to many application domains. Over the course of this chapter, we have already discussed a few popular applications, such as document classification [41, 44], image segmentation [1] and POS tagging [22]. In this section, we briefly review some other uses.

One such problem, which is related to POS tagging, is optical character recognition (OCR). The goal of OCR is to automatically convert a digitized stream of handwritten characters into a text file. In this context, each node represents a scanned character; its observed features \(X_i\) are a vectorized pixel grid, and the label \(Y_i\) is chosen from the set of ASCII (or ISO) characters. While this can be predicted fairly well using a local classifier, it has been shown that considering intra-character relationships can be beneficial [42], since certain characters are more (or less) likely to occur before (or after) other characters.
Another interesting application is activity detection in video data. Given a recorded video sequence (say, from a security camera) containing multiple actors, the goal is to label each actor as performing a certain action (from a predefined set of actions). Assuming that bounding boxes and tracking (i.e., identity maintenance) are given, one can bolster local reasoning with spatiotemporal relational reasoning. For instance, it is often the case that certain actions associate with others: if an actor is crossing the street, then other actors in the proximity are likely crossing the street; similarly, if one actor is believed to be talking, then other actors in the proximity are likely either talking or listening. One could also reason about action transitions: if an actor is walking at time $t$, then it is very likely that they will be walking at time $t + 1$; however, there is a small probability that they may transition to a related action, such as crossing the street or waiting. Incorporating this high-level relational reasoning can be considered a form of collective classification. This approach has been used in a number of publications [7, 16] to achieve current state-of-the-art performance on benchmark datasets.

Collective classification is also used in computational biology. For example, researchers studying protein-protein interaction networks often need to annotate proteins with their biological function. Discovering protein function experimentally is expensive. Yet, protein function is sometimes correlated with interacting proteins; so, given a set of labeled proteins, one can reason about the remaining labels using collective methods [23].

The final application we consider is viral marketing, which is interesting for its relationship to active collective classification. Suppose a company is introducing a new product to a population. Given the social network and the individuals’ (i.e., local) demographic features, the goal is to determine which customers will be interested in the product. The mapping to collective classification is straightforward. The interesting subproblem is in how one acquires labeled training data. Customer surveys can be expensive to conduct, so companies want to acquire the smallest set of user opinions that will enable them to accurately predict the remaining user opinions. This can be viewed as an active learning problem for collective classification [3].

15.8 Conclusion

Given the recent explosion of relational and network data, collective classification is quickly becoming a mainstay of machine learning and data mining. Collective techniques leverage the idea that connected (related) data objects are in some way correlated, performing joint reasoning over a high-dimensional, structured output space. Models and inference algorithms range from simple iterative frameworks to probabilistic graphical models. In this chapter, we have only discussed a few; for greater detail on these methods, and others we did not cover, we refer the reader to [25] and [37]. Many of the algorithms discussed herein have been implemented in NetKit-SRL, an open-source toolkit for mining relational data.
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16.1 Introduction

In emerging applications such as location-based services (LBS), sensor networks, and biological databases, the values stored in the databases are often uncertain [11, 18, 19, 30]. In an LBS, for example, the location of a person or a vehicle sensed by imperfect GPS hardware may not be exact. This measurement error also occurs in the temperature values obtained by a thermometer, where 24% of measurements are off by more than 0.5°C, or about 36% of the normal temperature range [15]. Sometimes, uncertainty may be injected to the data by the application, in order to provide a better protection of privacy. In demographic applications, partially aggregated data sets, rather than personal data, are available [3]. In LBS, since the exact location of a person may be sensitive, researchers have proposed to “anonymize” a location value by representing it as a region [20]. For these applications, data uncertainty needs to be carefully handled, or else wrong decisions can be made. Recently, this important issue has attracted a lot of attention from the database and data mining communities [3, 9–11, 18, 19, 30, 31, 36].
In this chapter, we investigate the issue of classifying data whose values are not certain. Similar to other data mining solutions, most classification methods (e.g., decision trees [27, 28] and naive Bayes classifiers [17]) assume exact data values. If these algorithms are applied on uncertain data (e.g., temperature values), they simply ignore them (e.g., by only using the thermometer reading). Unfortunately, this can severely affect the accuracy of mining results [3, 29]. On the other hand, the use of uncertainty information (e.g., the derivation of the thermometer reading) may provide new insight about the mining results (e.g., the probability that a class label is correct, or the chance that an association rule is valid) [3]. It thus makes sense to consider uncertainty information during the data mining process.

How to consider uncertainty in a classification algorithm, then? For ease of discussion, let us consider a database of \( n \) objects, each of which has a \( d \)-dimensional feature vector. For each feature vector, we assume that the value of each dimension (or “attribute”) is a number (e.g., temperature). A common way to model uncertainty of an attribute is to treat it as a probability density function, or pdf in short [11]. For example, the temperature of a thermometer follows a Gaussian pdf [15]. Given a \( d \)-dimensional feature vector, a natural attempt to handle uncertainty is to replace the pdf of an attribute by its mean. Once all the \( n \) objects are processed in this way, each attribute value becomes a single number, and thus any classification algorithm can be used. We denote this method as AVG.

The problem of this simple method is that it ignores the variance of the pdf. More specifically, AVG cannot distinguish between two pdfs with the same mean but a big difference in variances. As shown experimentally in [1, 23, 29, 32, 33], this problem impacts the effectiveness of AVG.

Instead of representing the pdf by its mean value, a better way could be to consider all its possible values during the classification process. For example, if an attribute’s pdf is distributed in the range \([30, 35]\), each real value in this range has a non-zero chance to be correct. Thus, every single value in \([30, 35]\) should be considered. For each of the \( n \) feature vectors, we then consider all the possible instances — an enumeration of \( d \) attribute values based on their pdfs. Essentially, a database is expanded to a number of possible worlds, each of which has a single value for each attribute, and has a probability to be correct [11, 18, 19, 30]. Conceptually, a classification algorithm (e.g., decision tree) can then be applied to each possible world, so that we can obtain a classification result for each possible world. This method, which we called PW, provides information that is not readily available for AVG. For example, we can compute the probability that each label is assigned to each object; moreover, the label with the highest probability can be assigned to the object. It was also pointed out in previous works (e.g., [3, 32, 33]) that compared with AVG, PW yields a better classification result.

Unfortunately, PW is computationally very expensive. This is because each attribute has an infinitely large number of possible values, which results in an infinitely large number of possible worlds. Even if we approximate a pdf with a set of points, the number of possible worlds can still be exponentially large [11, 18, 19, 30]. Moreover, the performance of PW does not scale with the database size. In this chapter, we will investigate how to incorporate data uncertainty in several well-known algorithms, namely decision tree, rule-based, associative, density-based, nearest-neighbor-based, support vector, and naive Bayes classification. These algorithms are redesigned with the goals that (1) their effectiveness mimic that of PW, and (2) they are computationally efficient.

The rest of this chapter is as follows. In Section 16.2, we will describe uncertainty models and formulate the problem of classifying uncertain data. Section 16.3 describes the details of several uncertain data classification algorithms. We conclude in Section 16.4.
16.2 Preliminaries

We now discuss some background information that is essential to the understanding of the classification algorithms. We first describe the data uncertainty models assumed by these algorithms, in Section 16.2.1. Section 16.2.2 then explains the framework that is common to all the classification algorithms we discussed here.

16.2.1 Data Uncertainty Models

Let us first explain how to model the uncertainty of a \(d\)-dimensional feature vector of object \(o\). Suppose that this feature vector is represented by \(\{A_1,A_2,\cdots,A_d\}\), where \(A_i (i = 1,\ldots,d)\) is a real number or a set of values (i.e., a “categorical value”). Notice that \(A_i\) may not be exact. Specifically, we represent the feature vector of \(o\) as a \(d\)-dimensional vector \(x = (x_1,x_2,\cdots,x_d)\), where each \(x_j (j = 1,\ldots,d)\) is a random variable. We consider two common forms of \(x_j\), namely (1) probability density function (pdf) and (2) probability mass function (pmf):

- **pdf**: \(x_j\) is a real value in \([l,r]\), whose pdf is denoted by \(f^j(x)\), with \(\int_l^r f^j(x)dx = 1\). Some common pdfs are Gaussian and uniform distribution [11]. For example, a tympanic (ear) thermometer measures the temperature of the ear drum via an infrared sensor. The reading of this thermometer can be modeled by a Gaussian pdf, with mean \(37^\circ\text{C}\) (i.e., the normal human body temperature) and \([l,r] = [37-0.7,37+0.7]\) (i.e., the range of body temperature).

- **pmf**: The domain of \(x_j\) is a set \(\{v_1,v_2,\cdots,v_m\}\), where \(v_i\) could be a number, or the name of some category. Here, \(x^j\) is a vector \(p = \{p_1,p_2,\cdots,p_m\}\) such that the probability that \(x^j = v_k\) is equal to \(p_k\), and \(\sum_{k=1}^m p_k = 1 (1 \leq k \leq m)\). For instance, a medical dataset contains information of patients suffering from tumor. The type of tumor could be either benign or malignant; each type has a probability to be true. If we let \(A_j\) be an attribute that denotes the tumor type of a patient, then \(x_j\) is a vector \(\{p_1,p_2\}\), where \(p_1\) and \(p_2\) are the probabilities that \(A_j = \text{benign}\) and \(A_j = \text{malignant}\), respectively.

These two models about the uncertainty of an attribute are commonly used by uncertain data classification algorithms. Next, let us give an overview of these algorithms.

16.2.2 Classification Framework

Let us now describe the framework of the classification algorithms that will be discussed in this chapter. Let \(C = \{C_1,C_2,\cdots,C_L\}\) be the set of the class labels, where \(L\) is the number of classes. A training dataset, \(\text{Train}_D\), contains \(n\) \(d\)-dimensional objects \(x_1,x_2,\cdots,x_n\). Each object \(x_i\), with feature vector \((x^1_i,x^2_i,\cdots,x^d_i)(1 \leq i \leq n)\), is associated with a label \(c_i \in C\). Each dimension \(x^j_i (1 \leq j \leq d)\) of object \(x_i\) can be uncertain, and is associated with either a pdf or a pmf. The goal of classification is to construct a model, or classifier, based on \(\text{Train}_D\), and use it to predict the class label of a set of unseen objects (called test object) in a testing dataset (or \(\text{Test}_D\)).

Specifically, a classifier \(M\) has to be first constructed by some method (e.g., decision tree construction algorithm). This process is also known as supervised learning, because we have to provide labels for objects in \(\text{Train}_D\). After \(M\) is generated, the relationship between the feature vectors of \(\text{Train}_D\) and labels in \(C\) is established [17]. In particular, \(M\) maps the feature vector of each object in \(\text{Train}_D\) to a probability distribution \(P\) on the labels in \(C\).
In the second step, for each test object $y_j$ with feature vector $(y_{1j}, y_{2j}, \cdots, y_{dj})$ in $Test_D$, $M(y_{1j}, y_{2j}, \cdots, y_{dj})$ yields a probability distribution $P_j$ of class labels for $y_j$. We then assign $y_j$ the class label, say, $c_0$, whose probability is the highest, i.e., $c_0 = \arg \max_{c \in C} \{P_j(c)\}$.

The two common measures of a classifier $M$ are:

- **Accuracy**: $M$ should be highly accurate in its prediction of labels for $Train_D$. For example, $M$ should have a high percentage of test tuples predicted correctly on $Train_D$, compared with the ground truth. To achieve a high accuracy, a classifier should be designed to avoid underfit or overfit problems.

- **Performance**: $M$ should be efficient, i.e., the computational cost should be low. Its performance should also scale with the database size.

As discussed before, although AVG is efficient, it has a low accuracy. On the other hand, PW has a higher accuracy, but is extremely inefficient. We next examine several algorithms that are designed to satisfy both of these requirements.

### 16.3 Classification Algorithms

We now describe several important classification algorithms that are designed to handle uncertain data:

- **Decision trees** (Section 16.3.1);
- **Rule-based classification** (Section 16.3.2);
- **Associative classification** (Section 16.3.3);
- **Density-based classification** (Section 16.3.4);
- **Nearest-neighbor-based classification** (Section 16.3.5);
- **Support vector classification** (Section 16.3.6); and
- **Naive Bayes classification** (Section 16.3.7).

The above algorithms are derived from the classical solutions that classify exact data. For each algorithm, we will discuss its framework, and how it handles uncertain data efficiently.

#### 16.3.1 Decision Trees

**Overview**: Decision tree classification is a well-studied technique [27, 28]. A decision tree is a tree-like structure that consists of internal nodes, leaf nodes, and branches. Each internal node of a decision tree represents a test on an unseen test tuple’s feature (attribute), while each leaf node represents a class or a probability distribution of classes. Using a decision tree, classification rules can be extracted easily. A decision tree is easy to understand and simple to use. Moreover, its construction does not require any domain knowledge or parameter values.

In traditional decision tree classification algorithms (e.g., ID3 and C4.5) [27, 28], a feature (an attribute) of a tuple is either categorical or numerical. Its values are usually assumed to be certain. Recent works [23, 24, 32, 33] have extended this technique to support uncertain data. Particularly, the authors in [32, 33] studied the problem of constructing decision trees for binary classification on
data with uncertain numerical attributes. In this section, we focus on the Uncertain Decision tree (or UDT) proposed in [32].

**Input:** A set of labeled objects whose uncertain attributes are associated with pdf models.

**Algorithm:** Let us first use an example to illustrate how decision trees can be used for classifying uncertain data. Suppose that there are six tuples with given labels $A$ or $B$ (Figure 16.1). Each tuple has a single uncertain attribute. After sampling its pdf for a few times, its probability distribution is approximated by five values with probabilities, as shown in the figure. Notice that the mean values of attributes tuples 1, 3 and 5 are the same, i.e., 2.0. However, their probability distributions are different.

We first use these tuples as a training dataset, and consider the method AVG. Essentially, we only use these tuples’ mean values to build a decision tree based on traditional algorithms such as C4.5 [28] (Figure 16.2(a)). In this example, the split point is $x = -2$. Conceptually, this value determines the branch of the tree used for classifying a given tuple. Each leaf node contains the information about the probability of an object to be in each class. If we use this decision tree to classify tuple 1, we will reach the right leaf node by traversing the tree, since its mean value is 2.0. Let $P(A)$ and $P(B)$ be the probabilities of a test tuple for belonging to classes $A$ and $B$, respectively. Since $P(A) = 2/3$, which is greater than $P(B) = 1/3$, we assign tuple 1 with label “A.” Using a similar approach, we label tuples 1, 3, and 5 as “A,” and name tuples 2, 4, 6 as “B.” The number of tuples classified correctly, i.e., tuples 1, 3, 4 and 6, is 4, and the accuracy of AVG in this example is 2/3.

The form of the decision tree trained by UDT is in fact the same as the one constructed through AVG. In our previous example, the decision tree generated by UDT is shown in Figure 16.2(b). We can see that the only difference from (a) is that the split point is $x = -1$, which is different from that

![FIGURE 16.2: Decision trees constructed by (a) AVG and (b) UDT.](image-url)
of \( \text{AVG} \). Let us now explain (1) how to use UDT to train this decision tree; and (2) how to use it to classify previously unseen tuples.

1. Training Phase. This follows the framework of C4.5 [28]. It builds decision trees from the root to the leaf nodes in a top-down, recursive, and divide-and-conquer manner. Specifically, the training set is recursively split into smaller subsets according to some splitting criterion, in order to create subtrees. The splitting criterion is designed to determine the best way to partition the tuples into individual classes. The criterion not only tells us which attribute to be tested, but also how to use the selected attribute (by using the split point). We will explain this procedure in detail soon. Once the split point of a given node has been chosen, we partition the dataset into subsets according to its value. In Figure 16.2(a), for instance, we classify tuples with \( x > -2 \) to the right branch, and put tuples with \( x \leq -2 \) to the left branch. Then we create new sub-nodes with the subsets recursively. The commonly used splitting criteria are based on indexes such as information gain (entropy), gain ratio, and Gini index. Ideally, a good splitting criterion should make the resulting partitions at each branch as “pure” as possible (i.e., the number of distinct objects that belong to the branch is as few as possible).

Let us now explain how to choose an attribute to split, and how to split it. First, assume that an attribute is chosen to split, and the goal is to find out how to choose the best split point for an uncertain attribute. To do this, UDT samples points from the pdf of the attribute, and considers them as candidate split points. It then selects the split point with the lowest entropy. The computation of entropy \( H(q, A_j) \) for a given split point \( q \) over an attribute \( A_j \) is done as follows: first split the dataset into different subsets according to the split point. Then for each subset, we compute its probabilities of belonging to different classes. Then its entropy \( H(q, A_j) \) can be computed based on these probabilities. The optimal split point is the one that minimizes the entropy for \( A_j \). Notice that this process can potentially generate more candidate split points than that of \( \text{AVG} \), which is more expensive but can be more accurate [32]. In the above example, to choose the best split point, we only have to check 2 points in \( \text{AVG} \) since the attributes concerned only have two distinct values, 2 and -2. On the other hand, we have to check five distinct values in UDT.

How to choose the attribute for which a split point is then applied? This is done by first choosing the optimal split points for all the attributes respectively, and then select the attribute whose entropy based on its optimal split point is the minimum among those of other attributes. After an attribute and a split point have been chosen for a particular node, we split the set \( S \) of objects into two subsets, \( L \) and \( R \). If the pdf of a tuple contains the split point \( x \), we split it into two fractional tuples [28] \( t_L \) and \( t_R \), and add them to \( L \) and \( R \), respectively. For example, for a given tuple \( x_j \), let the interval of its \( j \)-th attribute \( A_j \) be \([l_{i,j}, r_{i,j}]\), and the split point be \( l_{i,j} \leq p \leq r_{i,j} \). After splitting, we obtain two fractional tuples, whose attributes have intervals \([l_{i,j}, p]\) and \([p, r_{i,j}]\). The pdf of attribute \( A_j \) of a fractional tuple \( x_j \) is the same as the one defined for \( x_j \), except that the pdf value is equal to zero outside the interval of the fractional tuple’s attribute (e.g., \([l_{i,j}, p]\)). After building the tree by the above steps, some branches of a decision tree may reflect anomalies in the training data due to noise or outliers. In this case, traditional pruning techniques, such as pre-pruning and post-pruning [28], can be adopted to prune these nodes.

2. Testing Phase. For a given test tuple with uncertainty, there may be more than one path for traversing the decision tree in a top-down manner (from the root node). This is because a node may only cover part of the tuple. When we visit an internal node, we may split the tuple into two parts at its split point, and distribute each part recursively down the child nodes accordingly. When the leaf nodes are reached, the probability distribution at each leaf node contributes to the final distribution for predicting its class label.\(^1\)

To illustrate this process, let us consider the decision tree in Figure 16.2(b) again, where the split point is \( x = -1 \). If we use this decision tree to classify tuple 1 by its pdf, its value is either -1 with probability 8/11, or 10 with probability 3/11. After traversing from the root of the tree, we will reach

---

\(^1\)In \( \text{AVG} \), there is only one path tracked from root to leaf node.
the left leaf node with probability 8/11, and the right leaf node with probability 3/11. Since the left leaf node has a probability 0.8 of belonging to class A, and right leaf node has a probability 0.212 of belonging to class A, \( P(A) = (8/11) \times 0.8 + (3/11) \times 0.212 = 0.64 \). We can similarly compute \( P(B) = (8/11) \times 0.2 + (3/11) \times 0.788 = 0.36 \). Since \( P(A) > P(B) \), tuple 1 is labelled as “A.”

**Efficient split point computation.** By considering pdf during the decision tree process, UDT promises to build a more accurate decision tree than AVG. Its main problem is that it has to consider a lot more split points than AVG, which reduces its efficiency. In order to accelerate the speed of finding the best split point, [32] proposes several strategies to prune candidate split points. To explain, suppose that for a given set \( S \) of tuples, the interval of the \( i \)-th attribute of the \( j \)-th tuple in \( S \) is represented as \([l_{ij}, r_{ij}]\), associated with pdf \( f_j^i(x) \). The set of end-points of objects in \( S \) on attribute \( A_j \) can be defined as \( Q_j = \{q \mid (q = l_{ij}) \lor (q = r_{ij})\} \). Points that lie in \((l_{ij}, r_{ij})\) are called interior points. We assume that there are \( v \) end-points, \( q_1, q_2 \ldots q_v \), sorted in ascending order. Our objective is to find an optimal split point in \([q_1, q_v]\).

The end-points define \( v - 1 \) disjoint intervals: \((q_k, q_{k+1}]\), where \( 1 \leq k \leq v - 1 \). [32] defines three types of interval: empty, interval, and heterogeneous. An interval \((q_k, q_{k+1}]\) is called empty if the probability on this interval \( \int_{q_k}^{q_{k+1}} f_j^i(x) \, dx = 0 \) for all \( x_i \in S \). An interval \((q_k, q_{k+1}]\) is homogeneous if there exists a class label \( c \in C \) such that the probability on this interval \( \int_{q_k}^{q_{k+1}} f_j^i(x) \, dx \neq 0 \Rightarrow C_i = c \) for all \( x_i \in S \). An interval \((q_k, q_{k+1}]\) is heterogeneous if it is neither empty nor homogeneous. We next discuss three techniques for pruning candidate split points.

(i) **Pruning empty and homogeneous intervals.** [32] shows that empty and homogeneous intervals do not need to be considered. In other words, the interior points of empty and homogeneous intervals can be ignored.

(ii) **Pruning by bounding.** This strategy removes heterogeneous intervals through a bounding technique. The main idea is to compute the entropy \( H(q, A_j) \) for all end-points \( q \in Q_j \). Let \( H^*_j \) be the minimum value. For each heterogeneous interval \([a, b]\), a lower bound, \( L_j \), of \( H(z, A_j) \) over all candidate split points \( z \in (q_k, q_{k+1}] \) is computed. An efficient method of finding \( L_j \) without considering all the candidate split points inside the interval is detailed in [33]. If \( L_j \geq H^*_j \), none of the candidate split points within the interval \((q_k, q_{k+1}]\) can give an entropy smaller than \( H^*_j \); therefore, the whole interval can be pruned. Since the number of end-points is much smaller than the total number of candidate split points, many heterogeneous intervals are pruned in this manner, which also reduces the number of entropy computations.

(iii) **End-point sampling.** Since many of the entropy calculations are due to the determination of entropy at the end-points, we can sample a portion (say, 10\%) of the end-points, and use their entropy values to derive a pruning threshold. This method also reduces the number of entropy calculations, and improves the computational performance.

**Discussions:** From Figures 16.1 and 16.2, we can see that the accuracy of UDT is higher than that of AVG, even though its time complexity is higher than that of AVG. By considering the sampled points of the pdfs, UDT can find better split points and derive a better decision tree. In fact, the accuracy of UDT depends on the number of sampled points; the more points are sampled, the accuracy of UDT is closer to that of PW. In the testing phase, we have to track one or several paths in order to determine its final label, because an uncertain attribute may be covered by several tree nodes. Further experiments on ten real datasets taken from the UCI Machine Learning Repository [6] show that UDT builds more accurate decision trees than AVG does. These results also show that the pruning techniques discussed above are very effective. In particular, the strategy that combines the above three techniques reduces the number of entropy calculations to 0.56%-28\% (i.e., a pruning effectiveness ranging from 72\% to 99.44\%). Finally, notice that UDT has also been extended to handle pmf in [33]. This is not difficult, since UDT samples a pdf into a set of points. Hence UDT can easily be used to support pmf.

We conclude this section by briefly describing two other decision tree algorithms designed for uncertain data. In [23], the authors enhance the traditional decision tree algorithms and extend
measures, including entropy and information gain, by considering the uncertain data’s intervals and pdf values. It can handle both numerical and categorical attributes. It also defines a “probabilistic entropy metric” and uses it to choose the best splitting point. In [24], a decision-tree based classification system for uncertain data is presented. This tool defines new measures for constructing, pruning, and optimizing a decision tree. These new measures are computed by considering pdfs. Based on the new measures, the optimal splitting attributes and splitting values can be identified.

16.3.2 Rule-Based Classification

Overview: Rule-based classification is widely used because the extracted rules are easy to understand. It has been studied for decades [12], [14]. A rule-based classification method often creates a set of IF-THEN rules, which show the relationship between the attributes of a dataset and the class labels during the training stage, and then uses it for classification. An IF-THEN rule is an expression of the form

IF condition THEN conclusion.

The former “IF”-part of a rule is the rule antecedent, which is a conjunction of the attribute test conditions. The latter “THEN”-part is the rule consequent, namely the predicted label under the condition shown in the “IF”-part. If a tuple can satisfy the condition of a rule, we say that the tuple is covered by the rule. For example, a database that can predict whether a person will buy computers or not may contain attributes age and profession, and two labels yes and no of the class buy_computer. A typical rule may be \((age = youth) \wedge (profession = student) \Rightarrow buy_{computer} = yes\), which means that for a given tuple about a customer, if its values of attributes age and profession are youth and student, respectively, we can predict that this customer will buy computers because the corresponding tuple about this customer is covered by the rule.

Most of the existing rule-based methods use the sequential covering algorithm to extract rules. The basic framework of this algorithm is as follows. For a given dataset consisting of a set of tuples, we extract the set of rules from one class at a time, which is called the procedure of Learn_One_Rule. Once the rules extracted from a class are learned, the tuples covered by the rules are removed from the dataset. This process repeats on the remaining tuples and stops when there is not any tuple. The classical rule-based method RIPPER [12] has been extended for uncertain data classification in [25], [26] which is called uRule. We will introduce uRule in this section.

Input: A set of labeled objects whose uncertain attributes are associated with pdf models or pmf models.

Algorithm: The algorithm uRule extracts the rules from one class at a time by following the basic framework of the sequential covering approach from the training data. That means we should first extract rules from class \(C_1\) by Learn_One_Rule, and then repeat this procedure for all the other classes \(C_2, C_3 \cdots C_k\) in order to obtain all the rules. We denote the set of training instances with class label \(C_k\) as \(D_k\), \(1 \leq k \leq L\). Notice that these generated rules may perform well on the training dataset, but may not be effective on other data due to overfitting. A commonly used solution for this problem is to use a validation set to prune the generated rules and thus improve the rules’ quality. Hence, the Learn_One_Rule procedure includes two phases: growing and pruning. It splits the input dataset into two subsets: \(grow_{Dataset}\) and \(prune_{Dataset}\) before generating rules. The \(grow_{Dataset}\) is used to generate rules, and the \(prune_{Dataset}\) is used to prune some conjuncts, and boolean expressions between attributes and values, from these rules.

For a given sub-training dataset \(D_k(1 \leq k \leq L)\), the Learn_One_Rule procedure performs the following steps: (1) Split \(D_k\) into \(grow_{Dataset}\) and \(prune_{Dataset}\); (2) Generate a rule from \(grow_{Dataset}\); (3) Prune this rule based on \(prune_{Dataset}\); and (4) Remove objects covered by the pruned rule from \(D_k\) and add the pruned rule to the final rule set. The above four steps will be repeated until there is not any tuple in the \(D_k\). The output is a set of rules extracted from \(D_k\).
1. Rules Growing Phase. uRule starts with an initial rule: \( \{ \} \Rightarrow C_k \), where the left side is an empty set and the right side contains the target class label \( C_k \). New conjuncts will subsequently be added to the left set. uRule uses the probabilistic information gain as a measure to identify the best conjunct to be added into the rule antecedent (We will next discuss this measure in more detail). It selects the conjunct that has the highest probabilistic information gain, and adds it as an antecedent of the rule to the left set. Then tuples covered by this rule will be removed from the training dataset \( D_k \). This process will be repeated until the training data is empty or the conjuncts of the rules contain all the attributes. Before introducing probability information gain, uRule defines the probability cardinalities for attributes with pdf model as well as pmf model.

(a) pdf model. For a given attribute associated with pdf model, its values are represented by a pdf with an interval, so a conjunct related to an attribute associated with pdf model covers an interval. For example, a conjunct of a rule for the attribute income may be \( 1000 \leq \text{income} < 2000 \). The maximum and the minimum values of the interval are called end-points. Suppose that there are \( N \) end-points for an attribute after eliminating duplication; then this attribute can be divided into \( N+1 \) partitions. Since the leftmost and rightmost partitions do not contain data instances at all, we only need to consider the remaining \( N-1 \) partitions. We let each candidate conjunct involve a partition when choosing the best conjunct for an attribute, so there are \( N-1 \) candidate conjuncts for this attribute.

For a given rule \( R \) extracted from \( D_k \), we call the instances in \( D_k \) that are covered and classified correctly by \( R \) positive instances, and call the instances in \( D_k \) that are covered, but are not classified correctly by \( R \), negative instances. We denote the set of positive instances of \( R \) w.r.t. \( D_k \) as \( P_k \), and denote the set of negative instances of \( R \) w.r.t. \( D_k \) as \( N_k \).

For a given attribute \( A_j \) with pdf model, the probability cardinality of all the positive instances over one of its intervals \( [a,b) \) can be computed as \( \sum_{l=1}^{P_k} P(x_j^l \in [a,b) \land c_l = C_k) \), and the probability cardinality of all the negative instances over the interval \( [a,b) \) can be computed as \( \sum_{l=1}^{N_k} P(x_j^l \in [a,b) \land c_l = C_k) \). We denote the former as \( PC^+[([a,b)) \) and the latter as \( PC^-[([a,b)) \).

(b) pmf model. For a given attribute associated with pmf model, its values are represented by a set of discrete values with probabilities. Each value is called as a candidate split point. A conjunct related to an attribute associated with pmf model only covers one of its values. For example, a conjunct of a rule for the attribute profession may be profession=student. To choose the best split point for an attribute, we have to consider all its candidate split points. Similar to the case of pdf model, we have the following definitions.

For a given attribute \( A_j \) with pmf model, the probability cardinality of all the positive instances over one of its values \( v \) can be computed as \( \sum_{l=1}^{P_k} P(x_j^l = v \land c_l = C_k) \), and the probability cardinality of all the negative instances over value \( v \) can be computed as \( \sum_{l=1}^{N_k} P(x_j^l = v \land c_l = C_k) \). We denote the former as \( PC^+(v) \) and the latter as \( PC^-(v) \).

Now let us discuss how to choose the best conjunct for a rule \( R \) in the case of a pdf model (the method for pmf model is similar). We consider all the candidate conjuncts related to each attribute. For each candidate conjunct, we do the following two steps:

- (1) We compute the probability cardinalities of the positive and negative instances of \( R \) over the covered interval of this conjunct, using the method shown in (a). Let us denote the probability cardinalities on \( R \)'s positive and negative instances as \( PC^+(R) \) and \( PC^-(R) \).
- (2) We form a new rule \( R' \) by adding this conjunct to \( R \). Then we compute the probability cardinalities of \( R' \)'s positive and negative instances over the covered interval of this conjunct respectively. Let us denote the former as \( PC^+(R') \) and the latter as \( PC^-(R') \). Then we use Definition 1 to compute the probabilistic information gain between \( R \) and \( R' \).
Among all the candidate conjuncts of all the attributes, we choose the conjunct with the highest probabilistic information gain, which is defined as Definition 1, as the best conjunct of \( R \), and then add it to \( R \).

**Definition 1.** Let \( R' \) be a rule by adding a conjunct to \( R \). The probabilistic information gain between \( R \) and \( R' \) over the interval or split point related to this conjunct is

\[
\text{ProbInfo}(R, R') = \frac{\log_2 \left( \frac{PC^+(R')}{PC^+(R')} \right) - \log_2 \left( \frac{PC^+(R)}{PC^+(R') + PC^-(R)} \right)}{\log_2(\frac{PC^+(R')}{PC^+(R)})}.
\]

(16.1)

From Definition 1, we can see that the probabilistic information gain is proportional to \( PC^+(R') \) and \( PC^+(R) \), so it prefers rules that have high accuracies.

2. **Rule Pruning Phase.** After extracting a rule from \( \text{grow\_Dataset} \), we have to conduct pruning on it because it may perform well on \( \text{grow\_Dataset} \), but it may not perform well in the test phase. So we should prune some conjuncts of it based on its performance on the validation set \( \text{prune\_Dataset} \). For a given rule \( R \) in the pruning phase, uRule starts with its most recently added conjuncts when considering pruning. For each conjunct of \( R \)'s condition, we consider a new rule \( R' \) by removing it from \( R \). Then we use \( R' \) and \( R \) to classify the \( \text{prune\_Dataset} \), and get the set of positive instances and the set of negative instances of them. If the proportion of positive instances of \( R' \) is larger than that of \( R \), it means that the accuracy can be improved by removing this conjunct, so we remove this conjunct from \( R \) and repeat the same pruning steps on other conjuncts of \( R \), otherwise we keep it and stop the pruning.

3. **Classification Phase.** Once the rules are learnt from the training dataset, we can use them to classify unlabeled instances. In traditional rule-based classifications such as RIPPER [12], they often use the first rule that covers the instance to predict the label. However, an uncertain data object may be covered by several rules, and so we have to consider the weight of an object covered by different rules. Conceptually, the weight here is the probability that an instance is covered by a rule; for details, please read [25]), and then assign the class label of the rule with the highest weight to the instance.

**Discussions:** The algorithm uRule follows the basic framework of the traditional rule-based classification algorithm RIPPER [12]. It extracts rules from one class at a time by the \( \text{Learn\_One\_Rule} \) procedure. In the \( \text{Learn\_One\_Rule} \) procedure, it splits the training dataset into \( \text{grow\_Dataset} \), and \( \text{prune\_Dataset} \), generates rules from \( \text{grow\_Dataset} \) and prunes rules based on \( \text{prune\_Dataset} \). To choose the best conjunct when generating rules, uRule proposes the concept of probability cardinality, and uses a measure called probabilistic information gain, which is based on probability cardinality, to choose the best conjunct for a rule. In the test phase, since a test object may be covered by one or several rules, uRule has considered the weight of coverage for final classification. Their experimental results show that this method can achieve relative stable accuracy even though the extent of uncertainty reaches 20%. So it is very robust in cases which contain large ranges of uncertainty.

### 16.3.3 Associative Classification

**Overview:** Associative classification is based on frequent pattern mining. The basic idea is to search for strong associations between frequent patterns (conjuncts of a set of attribute-value pairs) and class labels [17]. A strong association is generally expressed as a rule in the form \( p_1 \land p_2 \land \cdots \land p_n \Rightarrow c_k \), called association rule, where the rule consequent \( c_k \in C \) is a class label. Typical associative classification algorithms are, for example, CBA [21], CMAR [22], and HARMONY [35]. Strong associations are usually detected by identifying patterns covering a set of attribute-value pairs and a class label associated with this set of attribute-value pairs that frequently appear in a given database.
The basic algorithm for the detection of such rules works as follows: Given a collection of attribute-value pairs, in the first step the algorithm identifies the complete set of frequent patterns from the training dataset, given the user-specified minimum support threshold and/or discriminative measurements like the minimum confidence threshold. Then, in the second step a set of rules are selected based on several covering paradigms and discrimination heuristics. Finally, the rules for classification extracted in the first step can be used to classify novel database entries or for training other classifiers. In many studies, associative classification has been found to be more accurate than some traditional classification algorithms, such as decision tree, which only considers one attribute at a time, because it explores highly confident associations among multiple attributes.

In the case of uncertain data, specialized associative classification solutions are required. The work called HARMONY proposed in [35] has been extended for uncertain data classification in [16], which is called uHARMONY. It efficiently identifies discriminative patterns directly from uncertain data and uses the resulting classification features/rules to help train either SVM or rule-based classifiers for the classification procedure.

**Input:** A set of labeled objects whose uncertain attributes are associated with pmf models.

**Algorithm:** uHARMONY follows the basic framework of algorithm HARMONY [35]. The first step is to search for frequent patterns. Traditionally an itemset \( y \) is said to be supported by a tuple \( x_i \) if \( y \subseteq x_i \). For a given certain database \( D \) consisting of \( n \) tuples \( x_1, x_2, \ldots, x_n \). The label of \( x_i \) is denoted by \( c_i \), \( [x_i|x_i \subseteq D \land y \subseteq x_i] \) is called the support of itemset \( y \) with respect to \( D \), denoted by \( sup_y \). The support value of itemset \( y \) under class \( c \) is defined as \( \{|x_i|c_i = c \land x_i \subseteq D \land y \subseteq x_i\} \), denoted by \( sup_{y,c} \). \( y \) is said to be frequent if \( sup_{y,c} \geq sup_{c,min} \), where \( sup_{c,min} \) is a user-specified minimum support threshold. The confidence of \( y \) under class \( c \) can be defined as \( conf_{y,c} = \frac{sup_{y,c}}{sup_y} \).

However, for a given uncertain database, there exists a probability of \( y \subseteq x_i \) when \( y \) contains at least one item of uncertain attribute, and the support of \( y \) is no longer a single value but a probability distribution function instead. uHARMONY defines pattern frequentness by means of the expected support and uses the expected confidence to represent the discrimination of found patterns.

1. Expected Confidence. For a given itemset \( y \) on the training dataset, its expected support \( E(sup_y) \) is defined as \( E(sup_y) = \sum_{i=1}^{n} P(y \subseteq x_i) \). Its expected support on class \( c \) is defined as

   \[
   E(sup_{y,c}) = \sum_{i=1}^{n} (P(y \subseteq x_i) \land c_i = c). 
   \]

   Its expected confidence can be defined as **Definition 1**.

   **Definition 1.** Given a set of objects and the set of possible worlds \( W \) with respect to it, the expected confidence of an itemset \( y \) on class \( c \) is

   \[
   E(conf_{y,c}) = \sum_{w_i \in W} conf_{y,w_i} \times P(w_i) = \sum_{w_i \in W} \frac{sup_{y,w_i}}{sup_{y,w_i}} \times P(w_i) \quad (16.2)
   \]

   where \( P(w_i) \) stands for the probability of world \( w_i \); \( conf_{y,w_i} \) is the confidence of \( y \) on class \( c \) in world \( w_i \), while \( sup_{y,w_i} \) is the support of \( x \) (on class \( c \)) in world \( w_i \).

   For a given possible world \( w_i \), \( conf_{y,w_i} \), \( sup_{y,w_i} \), and \( sup_{y,w_i,c} \) can be computed using the traditional method as introduced in the previous paragraph. Although we have \( conf_{y,c} = sup_{y,c}/sup_y \) on a certain database, the expected confidence \( E(conf_{y,c}) = E(sup_{y,c}/sup_y) \) of itemset \( y \) on class \( c \) is not equal to \( E(sup_{y,c})/E(sup_y) \) on an uncertain database. For example, Figure 16.3 shows an uncertain database about computer purchase evaluation with a certain attribute on looking and an uncertain attribute on quality. The column named Evaluation represents the class labels. For the example of tuple 1, the probabilities of Bad, Medium, and Good qualities are 0.8, 0.1, and 0.1 respectively.

Let us consider the class \( c=\text{Unacceptable}, \) and the itemset \( y=\{\text{Looking} = -, \text{Quality} = -\} \), which means the values of the attributes Looking and Quality are Bad in the itemset \( y \). In order to compute the expected confidence \( E(conf_{y,c}) \), we have to consider two cases that contain \( y \) (notice that we will not consider cases that do not contain \( y \) since their expected support and expected confidence is 0. ). Let \( case1 \) denote the first case in which the first two tuples contain \( y \) and the
other two tuples do not contain \( y \), so the probability of case 1 is \( P(\text{case}1) = 0.8 \times 0.1 \). Since only one tuple in \( w_1 \), i.e., tuple 1, has the label \( c = \text{Unacceptable} \), \( sup_{y,\text{case}1} = 1 \) and \( sup_{y,\text{case}1} = 2 \). Let case 2 denote the second case in which only the first one tuple contains \( y \) and the other three tuples do not contain \( y \), so the probability of case 2 is \( P(\text{case}2) = 0.8 \times 0.9 \) \( sup_{y,\text{case}2} = 1 \) and \( sup_{y,\text{case}2} = 1 \). So we can calculate \( E(\text{conf}_{y,c}) = 1.0 \times (0.8 \times 0.9) + 0.5 \times (0.8 \times 0.1) = 0.76 \), while \( E(\text{sup}_{y,c})/E(\text{sup}_y) = 0.8/(0.8 + 0.1) = 0.89 \). Therefore, the calculation of expected confidence is non-trivial and requires careful computation.

Unlike probabilistic cardinalities like probabilistic information gain discussed in Section 16.3.2 which may be not precise and lack theoretical explanations and statistical meanings, the expected confidence is statistically meaningful while providing a relatively accurate measure of discrimination. However, according to the Definition 1, if we want to calculate the expected confidence of a given itemset \( y \), the number of possible worlds \( |W| \) is extremely large and it is actually exponential. The work [16] proposes some theorems to compute the expected confidence efficiently.

**Lemma 1.** Since \( 0 \leq sup_{y,c} \leq sup_y \leq n \), we have: \( E(\text{conf}_{y,c}) = \sum_{w_i \in W} \text{conf}_{y,w_i} \times P(w_i) = \sum_{i=0}^{n} \sum_{j=0}^{i} \frac{i}{j} \times P(\text{sup}_y = i \land \text{sup}_{y,c} = j) = \sum_{i=0}^{n} \frac{E(\text{sup}_{y,c})}{i} = \sum_{i=0}^{n} E_i(\text{conf}_{y,c}) \), where \( E_i(\text{sup}_{y,c}) \) and \( E_i(\text{conf}_{y,c}) \) denote the part of expected support and confidence of itemset \( y \) on class \( c \) when \( sup_y = i \).

Given \( 0 \leq j \leq n \), let \( E_j(\text{sup}_{y,c}) = \sum_{i=0}^{n} E_{i,j}(\text{sup}_{y,c}) \) be the expected support of \( y \) on class \( c \) on the first \( j \) objects of \( \text{Train}_D \), and \( E_{i,j}(\text{sup}_{y,c}) \) be the part of expected support of \( y \) on class \( c \) with support of \( i \) on the first \( j \) objects of \( \text{Train}_D \).

**Theorem 1.** Let \( p_i \) denote \( P(\text{y} \leq x_i) \) for each object \( x_i \in \text{Train}_D \), and \( P_{i,j} \) be the probability of \( y \) having support of \( i \) on the first \( j \) objects of \( \text{Train}_D \). We have \( E_{i,j}(\text{sup}_{y,c}) = p_j \times E_{i-1,j-1}(\text{sup}_{y,c}) + (1 - p_j) \times E_{i,j-1}(\text{sup}_{y,c}) \) when \( c_j \neq c \), and \( E_{i,j}(\text{sup}_{y,c}) = p_j \times E_{i-1,j-1}(\text{sup}_{y,c} + 1) + (1 - p_j) \times E_{i,j-1}(\text{sup}_{y,c}) \) when \( c_j = c \), where \( 0 \leq i, j \leq n \), \( E_{i,j}(\text{sup}_{y,c}) = 0 \) for all \( i, j \) where \( i = 0 \), or where \( j < i \).

(For the details of the proof, please refer to [16].)

Notice that \( P_{i,j} \) can be computed in a similar way as shown in Theorem 1 (for details, please refer to [16]). Based on the above theory, we can compute the expected confidence with \( O(n^2) \) time complexity and \( O(n) \) space complexity. In addition, the work [16] also proposes some strategies to compute the upper bound of expected confidence, which makes the computation of expected confidence more efficient.

2. **Rules Mining.** The steps of mining frequent itemsets of uHARMONY are very similar with HARMONY [35]. Before running the itemset mining algorithm, it sorts the attributes to place all the certain attributes before uncertain attributes. The uncertain attributes will be handled at last when extending items by traversing the attributes. During the mining process, we start with all the candidate itemsets, each of which contains only one attribute-value pair, namely a conjunct. For each candidate itemset \( y \), we first compute its expected confidence \( E(\text{conf}_{y,c}) \) under different classes, and then we assign the class label \( c^* \) with the maximum confidence as its class label. We denote this candidate rule as \( y \Rightarrow c^* \) and then count the number of covered instances by this rule. If the number of covered instances by this itemset is not zero, we output a final rule \( y \Rightarrow c^* \) and remove \( y \) from the set of candidate itemsets. Based on this mined rule, we compute a set of new candidate itemsets by

**FIGURE 16.3:** Example of an uncertain database (+:Good, /:Medium, -:Bad).
adding all the possible conjuncts related to other attributes to \( y \). For each new candidate itemset, we repeat the above process to generate all the rules.

After obtaining a set of itemsets, we can use them as rules for classification directly. For each test instance, by summing up the product of the confidence of each itemset on each class and the probability of the instance containing the itemset, we can assign the class label with the largest value to it. In addition, we can convert the mined patterns to training features of other classifiers such as SVM for classification [16].

**Discussions:** The algorithm uHARMONY follows the basic framework of HARMONY to mine discriminative patterns directly and effectively from uncertain data. It proposes to use expected confidence of a discovered itemset to measure the discrimination. If we compute the expected confidence according to its original definition, which considers all the simple combinations of those training objects, i.e., the possible worlds, the time complexity is exponential, which is impractical in practice. So uHARMONY proposes some theorems to compute expected confidence efficiently. The overall time complexity and space complexity of computing the expected confidence of a given itemset \( y \) are at most \( O(n^2) \) and \( O(n) \), respectively. Thus, it can be practical in real applications. These mined patterns can be used as classification features/rules to classify new unlabeled objects or help to train other classifiers (i.e., SVM). Their experimental results show that uHARMONY can outperform other uncertain data classification algorithms such as decision tree classification [23] and rule-based classification [25] with 4% to 10% improvement on average in accuracy on 30 categorical datasets.

### 16.3.4 Density-Based Classification

**Overview:** The basis of density-based classification are density estimation methods that provide an effective intermediate representation of potentially erroneous data capturing the information about the noise in the underlying data, and are in general useful for uncertain data mining [1]. Data mining in consideration of density in the underlying data is usually associated with clustering [17], such as density-based clustering DBSCAN [13] or hierarchical density-based clustering OPTICS [5]. These concepts form clusters by dense regions of objects in the data space separated by region of low density (usually interpreted as noise) yielding clusters of arbitrary shapes that are robust to noise. The idea of using object density information for mutual assignment of objects can also be used for classification. In the work [1], a new method is proposed for handling error-prone and missing data with the use of density estimation.

**Input:** A set of labeled objects whose uncertain attributes are associated with pdf models.

**Algorithm:** The presence of uncertainty or errors in the data may change the performance of classification process greatly. This can be illustrated by the two-dimensional binary classification example as shown in Figure 16.4. Suppose the two uncertain training samples \( y \) and \( z \), whose uncertainties are illustrated by the oval regions, respectively, are used to classify the uncertain object \( x \). A nearest-neighbor classifier would pick the class label of data point \( y \). However, the data point \( z \) may have a much higher probability of being the nearest neighbor to \( x \) than the data point \( y \), because \( x \) lies within the error boundary of \( z \) and outside the error boundary of \( y \). Therefore, it is important to design a classification method that is able to incorporate potential uncertainty (errors) in the data in order to improve the accuracy of the classification process.

1. **Error-Based Density Estimation.** The work proposed by Aggarwal [1] introduces a general and scalable approach to uncertain data mining based on multi-variate density estimation. The kernel density estimation \( \hat{f}(x) \) provides a continuous estimate of the density of the data at a given point \( x \). An introduction of kernel density estimation is given in Section 16.3.7. Specifically, the value of the density at point \( x \) is the sum of smoothed values of kernel functions \( K_h(\cdot) \) associated with each
point in the data set. Each kernel function is associated with a kernel width \( h \), which determines the level of smoothing created by the function. The kernel estimation is defined as follows:

\[
\hat{f}(x) = \frac{1}{n} \sum_{i=1}^{n} K_h(x - x_i)
\]  

(A.3)

A Gaussian kernel with width \( h \) can be defined as Equation 16.4.

\[
K_h(x - x_i) = \left(\frac{1}{\sqrt{2\pi} \cdot h}\right) \cdot e^{-\frac{(x-x_i)^2}{2h^2}}
\]  

(A.4)

The overall effect of kernel density estimation is to replace each discrete point \( x_i \) by a continuous function \( K_h(x - x_i) \), which peaks at \( \hat{x}_i \) and has a variance that is determined by the smoothing parameter \( h \).

The presence of attribute-specific errors may change the density estimates. In order to take these errors into account, we need to define error-based kernels. The error-based kernel can be defined as:

\[
Q_h(x - \hat{x}_i, \varphi(x_i)) = \left(\frac{1}{\sqrt{2\pi} \cdot (h + \varphi(x_i))}\right) \cdot e^{-\frac{(x-\hat{x}_i)^2}{2(h^2 + \varphi(x_i)^2)}},
\]  

(A.5)

where \( \varphi(x_i) \) denotes the estimated error associated with data point \( x_i \).

As in the previous case, the error-based density at a given data point is defined as the sum of the error-based kernels over different data points. Consequently, the error-based density \( \overline{fQ}(x, \varphi(x_i)) \) at point \( x_i \) is defined as:

\[
\overline{fQ}(x, \varphi(x_i)) = \left(\frac{1}{N}\right) \cdot \sum_{i=1}^{N} Q_h(x - x_i, \varphi(x_i)).
\]  

(A.6)

This method can be generalized for very large data sets and data streams by condensing the data into micro-clusters; specifically, here we need to adapt the concept of micro-cluster by incorporating the error information. In the following we will define an error-based micro-cluster as follows:

**Definition 1**: An error-based micro-cluster for a set of \( d \)-dimensional points \( MC = \{x_1, x_2, \ldots, x_m\} \) with order 1, 2, \ldots, \( m \) is defined as a \((3 \cdot d + 1)\) tuple \((\overline{CF}^{2\sigma}(MC), \overline{EF}^{2\sigma}(MC), \overline{CFI}^{2\sigma}(MC), n(MC))\), wherein \( \overline{CF}^{2\sigma}(MC) \), \( \overline{EF}^{2\sigma}(MC) \), and \( \overline{CFI}^{2\sigma}(MC) \) each correspond to a vector of \( d \) entries. The definition of each of these entries is as follows.

- For each dimension, the sum of the squares of the data values is maintained in \( \overline{CF}^{2\sigma}(MC) \).
  Thus, \( \overline{CF}^{2\sigma}(MC) \) contains \( d \) values. The \( p \)-th entry of \( \overline{CF}^{2\sigma}(MC) \) is equal to \( \sum_{i=1}^{m} (x_i^p)^2 \).
• For each dimension, the sum of the square of the errors in data values is maintained in $\text{EF}^2_i(MC)$. Thus, $\text{EF}^2_i(MC)$ contains $d$ values. The $p$-th entry of $\text{EF}^2_i(MC)$ is equal to $\sum_{i=1}^{m}(q_p(x_i))^2$.

• For each dimension, the sum of the data values is maintained in $\text{CF}^1_i(MC)$. Thus, $\text{CF}^1_i(MC)$ contains $d$ values. The $p$-entry of $\text{CF}^1_i(MC)$ is equal to $\sum_{i=1}^{m}x_i^p$.

• The number of points in the data is maintained in $n(MC)$.

In order to compress large data sets into micro-clusters, we can create and maintain the clusters using a single pass of data as follows. Supposing the number of expected micro-clusters for a given dataset is $q$, we first randomly choose $q$ centroids for all the micro-clusters that are empty in the initial stage. For each incoming data point, we assign it to its closest micro-cluster centroid using the nearest neighbor algorithm. Note that we never create a new micro-cluster, which is different from [2]. Similarly, these micro-clusters will never be discarded in this process, since the aim of this micro-clustering process is to compress the data points so that the resulting statistic can be held in a main memory for density estimation. Therefore, the number of micro-clusters $q$ is defined by the amount of main memory available.

In [1] it is shown that for a given micro-cluster $MC = \{x_1, x_2, \cdots, x_m\}$, its true error $\Delta(MC)$ can be computed efficiently. Its value along the $j$-th dimension can be defined as follows:

$$
\Delta_j(MC) = \frac{\text{CF}^1_j(MC)}{m} - \frac{\text{CF}^1_j(MC)^2}{m} + \frac{\text{EF}^2_j(MC)}{m},
$$

(16.7)

where $\text{CF}^1_j(MC), \text{CF}^1_j(MC)^2$ and $\text{EF}^2_j(MC)$ are the $j$-th entry of the statistics of the corresponding error-based micro-cluster $MC$ as defined above.

The true error of a micro-cluster can be used to compute the error-based kernel function for a micro-cluster. We denote the centroid of the cluster $MC$ by $c(MC)$. Then, we can define the kernel function for the micro-cluster $MC$ in an analogous way to the error-based definition of a data point.

$$
Q^\prime_j(x - c(MC), \Delta(MC)) = \left( \frac{1}{\sqrt{2\pi}} \cdot (h + \Delta(MC)) \right) \cdot e^{-\frac{(x - c(MC))^2}{2(h + \Delta(MC))^2}}.
$$

(16.8)

If the training dataset contains the micro-clusters $MC_1, MC_2, \cdots, MC_{m'}$ where $m'$ is the number of micro-clusters, then we can define the density estimate at $x$ as follows:

$$
\overline{f}(x, \Delta(MC)) = (1/N) \sum_{i=1}^{m'} n(MC_i)Q^\prime_j(x - c(MC_i), \Delta(x_i)).
$$

(16.9)

This estimate can be used for a variety of data mining purposes. In the following, it is shown how these error-based densities can be exploited for classification by introducing an error-based generalization of a multi-variate classifier.

2. Density-Based Classification. The density-based classification designs a density-based adaptation of rule-based classifiers. For the classification of a test instance, we need to find relevant classification rules for it. The challenge is to use the density-based approach in order to find the particular subsets of dimensions that are most discriminatory for the test instance. So we need to find those subsets of dimensions, namely subspaces, in which the instance-specific local density of dimensions for a particular class is significantly higher than its density in the overall data. Let $D_i$ denote the objects that belong to class $i$. For a particular test instance $x$, a given subspace $S$, and a given training dataset $D$, let $g(x, S, D)$ denote the density of $S$ and $D$. The process of computing the density over a given subspace $S$ is equal to the computation of the density of the full-dimensional space while incorporating only the dimensions in $S$.

In the test phase, we compute the micro-clusters together with the corresponding statistic of each data set $D_1, \ldots, D_L$ where $L$ is the number of classes in the preprocessing step. Then, the
compressed micro-clusters for different classes can be used to generate the accuracy density over different subspaces by using Equations (16.8) and (16.9). To construct the final set of rules, we can use an iterative approach to find the most relevant subspaces for classification. For the relevance of a particular subspace $S$ we define the density-based local accuracy $A(x, S, C_i)$ as follows:

$$A(x, S, C_i) = \frac{|D_i| \cdot g(x, S, D_i)}{|\text{Train} \cdot D| \cdot g(x, S, \text{Train} \cdot D)}.$$  

(16.10)

The dominant class $\text{dom}(x, S)$ for point $x$ in dataset $S$ can be defined as the class with the highest accuracy. That is,

$$\text{dom}(x, S) = \arg \max_{1 \leq i \leq L} A(x, S, C_i).$$

(16.11)

To determine all the highly relevant subspaces, we follow a bottom-up methodology to find those subspaces $S$ that yield a high accuracy of the dominant class $\text{dom}(x, S)$ for a given test instance $x$. Let $T_j(1 \leq j \leq d)$ denote the set of all $j$-th dimensional subspaces. We will compute the relevance between $x$ and each subspace in $T_j$ $(1 \leq j \leq d)$ in an iterative way, starting with $T_1$ and then proceeding with $T_2, T_3, \ldots, T_d$. The subspaces with high relevance can be used as rules for final classification, by assigning to a test instance $x$ the label of the class that is the most frequent dominant class of all highly relevant subspaces of $x$. Notice that to make this process efficient, we can impose some constraints. In order to decide whether we should consider a subspace in the set of $(j+1)$-th dimension spaces, at least one subset of it needs to satisfy the accuracy threshold requirements. Let $L_j(L_j \subseteq T_j)$ denote the subspaces that have sufficient discriminatory power for that instance, namely the accuracy is above threshold $\alpha$. In order to find such subspaces, we can use Equations (16.10) and (16.11). We iterate over increasing values of $j$, and join the candidate set $L_j$ with the set $L_1$ in order to determine $T_{j+1}$. Then, we can construct $L_{j+1}$ by choosing subspaces from $T_{j+1}$ whose accuracy is above $\alpha$. This process can be repeated until the set $T_{j+1}$ is empty. Finally, the sets of dimensions $L_{\text{all}} = \bigcup_j L_j$ can be used to predict the class label of the test instance $x$.

To summarize the density-based classification procedure, the steps of classifying a test instance are as follows. (1) compute the micro-clusters for each data set $D_1, \ldots, D_L$ only once in the preprocessing step; (2) compute the highly relevant subspaces for this test instance following the bottom-up methodology and obtain a set of subspaces $L_{\text{all}}$; (3) assign the label of the majority class in $L_{\text{all}}$ to the test instance.

**Discussions:** Unlike other uncertain data classification algorithms [8, 29, 32], the density-based classification introduced in this section not only considers the distribution of data, but also the errors along different dimensions when estimating the kernel density. It proposes a method for error-based density estimation, and it can be generalized to large data sets cases. In the test phase, it designs a density-based adoption of the rule-based classifiers. To classify a test instance, it finds all the highly relevant subspaces and then assign the label of the majority class of these subspaces to the test instance. In addition, the error-based density estimation discussed in this algorithm can also be used to construct accurate solutions for other cases, and thus it can be applied for a variety of data management and mining applications when the data distribution is very uncertain or contains a lot of errors. In an experimental evaluation it is demonstrated that the error-based classification method not only performs fast, but also can achieve higher accuracy compared to methods that do not consider error at all, such as the nearest-neighbor-based classification method that will be introduced next.

### 16.3.5 Nearest Neighbor-Based Classification

**Overview:** The nearest neighbor-based classification method has been studied since the 1960s. Although it is a very simple algorithm, it has been applied to a variety of applications due to its high accuracy and easy implementation. The normal procedure of nearest neighbor classification method
is as follows: Given a set of training instances, to classify an unlabeled instance \( q \), we have to search for the nearest-neighbor \( NN_{\text{Train},D}(q) \) of \( q \) in the training set, i.e., the training instance having the smallest distance to \( q \), and assign the class label of \( NN_{\text{Train},D}(q) \) to \( q \). The nearest neighbor-based classification can be generalized easily to take into account the \( k \) nearest-neighbor easily, which is called \( k \) nearest neighbor classification (KNN, for short). In this case, the classification rule assigns to the unclassified instance \( q \) the class containing most of its \( k \) nearest neighbors. The KNN classification is more robust against noise compared to the simple NN classification variant. The work [4] proposes a novel nearest neighbor classification approach that is able to handle uncertain data called Uncertain Nearest Neighbor (UNN, for short) classification, which extends the traditional nearest neighbor classification to the case of data with uncertainty. It proposes a concept of nearest-neighbor class probability, which is proved to be a much more powerful uncertain object classification method than the straight-forward consideration of nearest-neighbor object probabilities.

**Input:** A set of labeled objects whose uncertain attributes are associated with pdf models.

**Algorithm:** To extend the nearest neighbor method for uncertain data classification, it is straight-forward to follow the basic framework of the traditional nearest neighbor method and replace the distance metric method with distance between means (i.e., the expected location of the uncertain instances) or the expected distance between uncertain instances. However, there is no guarantee on the quality of the classification yielded by this naive approach. The example as shown in Figure 16.5 demonstrates that this naive approach is defective because it may misclassify. Suppose we have one certain unclassified object \( q \), three uncertain training objects whose support is delimited by ellipsis belonging to class="red" and another uncertain training object whose support is delimited by a circle belonging to another class="blue". Suppose the class="blue" object consists of one normally distributed uncertain object whose central point is (0,4), while the class="red" objects are bimodal uncertain objects. Following the naive approach, one can easily see that \( q \) will be assigned to the “blue” class. However, the probability that a “red”-class object is closer to \( q \) than a “blue”-class one is \( 1 - 0.5^3 = 0.875 \). This also indicates that the probability that the nearest neighbor of object \( q \) is a “red”-class object is 87.5%. Thus, the performance of the naive approach is quite poor as distribution information (such as the variances) of the uncertain objects is ignored.

1. **Nearest Neighbor Rule for Uncertain Data.** To avoid the flaws of the naive approach following the above observations, the approach in [4] proposes the concept of most probable class. It simultaneously considers the distance distributions between \( q \) and all uncertain training objects in \( \text{Train}_D \). The probability \( Pr(NN_{\text{Train},D}(q) = c) \) that the object \( q \) will be assigned to class \( c \) by
means of the nearest neighbor rule can be computed as follows:

\[
Pr(\text{NN}_\text{Train,D}(q) = c) = \int_{D'} Pr(I_D) \cdot L_c(\text{NN}_I_D(q))dI_D, \tag{16.12}
\]

where function \(L_c(\cdot)\) outputs 1 if its argument is \(c\), and 0 otherwise, \(\text{NN}_I_D(q)\) represents the label of the nearest neighbor of \(q\) in set \(I_D\), \(Pr(I_D)\) represents the occurrence probability of set \(I_D\), and \(D'\) represents all the possible combinations of training instances in \(\text{Train,D}\). It is easy to see that the probability \(Pr(\text{NN}_\text{Train,D}(q) = c)\) is the summation of the occurrence probabilities of all the outcomes \(I_D\) of the training set \(\text{Train,D}\) for which the nearest neighbor object of \(q\) in \(I_D\) has class \(c\).

Note that if the domain involved in the training dataset doesn’t coincide with the real number field, we can transfer the integration as summations and get Equation (16.13).

\[
Pr(\text{NN}_\text{Train,D}(q) = c) = \sum_{I_D \in D'} Pr(I_D) \cdot L_c(\text{NN}_I_D(q))dI_D. \tag{16.13}
\]

Therefore, if we want to classify \(q\), we should compute the probabilities \(Pr(\text{NN}_\text{Train,D}(q) = c)\) for all the classes first, and then assign it the class label \(c^*\), which is called the most probable class of \(q\) and can be computed as follows:

\[
c^* = \arg\max_c Pr(\text{NN}_\text{Train,D}(q) = c). \tag{16.14}
\]

2. Efficient Strategies. To classify a test object, the computational cost will be very large if we compute the probabilities using the above equations directly, so [4] introduces some efficient strategies such as the uncertain nearest neighbor (UNN) rule. Let \(D_c\) denote the subset of \(\text{Train,D}\) composed of the objects having class label \(c\), \(D_k(q,c)\) denote the distance between object \(q\) and class \(c\) (k is the number of nearest neighbors), and \(p_i(R) = Pr(d(q,x_i) \leq R)\) denote the cumulative density function representing the relative likelihood for the distance between \(q\) and training set object \(x_i\) to assume value less than or equal to \(R\). Then we have

\[
p_i(R) = Pr(d(q,x_i) \leq R) = \int_{B_R(q)} f_i(v)dv \tag{16.15}
\]

where \(f_i(v)\) denotes the probability for \(x_i\) to assume value \(v\), \(B_R(q)\) denotes the set of values \(\{v \in \text{Train,D} : d(v,q) \leq R\}\).

Then, the cumulative density function associated with \(D_k(q,c)\) can be computed as Equation (16.16), which is one minus the probability that no object of the class \(c\) lies within distance \(R\) from \(q\).

\[
Pr(D_k(q,c) \leq R) = 1 - \prod_{x_i \in D_c} (1 - p_i(R)) \tag{16.16}
\]

Let us consider the case of a binary classification problem for uncertain data. Suppose that there are two classes, i.e., \(c\) and \(c'\), and a test object \(q\). We define the nearest neighbor class of the object \(q\) as \(c\) if

\[
Pr(D_k(q,c) \leq D_k(q,c')) \geq 0.5 \tag{16.17}
\]

holds, and \(c'\) otherwise. This means that class \(c\) is the nearest neighbor of \(q\) if the probability that the nearest neighbor of \(q\) comes from class \(c\) is greater than the probability that it comes from class \(c'\). In particular, this probability can be computed by means of the following one-dimensional integral.

\[
Pr(D_k(q,c) \leq D_k(q,c')) = \int_0^{\infty} Pr(D_k(q,c) = R) \cdot Pr(D_k(q,c) > R)dR. \tag{16.18}
\]

The Uncertain Nearest Neighbor Rule (UNN): Given a training dataset, it assigns the label of its nearest neighbor class to the test object \(q\). In the UNN rule, the distribution of the closet class
tends to overshadow noisy objects and so it will be more robust than traditional nearest neighbor classification. The UNN rule can be generalized for handling more complex cases such as multiclass classification problems, etc. Besides, [4] proposes a theorem that the uncertain nearest neighbor rule outputs the most probable class of the test object (for proof, please refer to [4]). This indicates that the UNN rule performs equivalent with the most probable class.

In the test phase, [4] also proposes some efficient strategies. Suppose each uncertain object \( x \) is associated with a finite region \( \text{SUP}(x) \), containing the support of \( x \), namely the region such that \( \text{Pr}(x \notin \text{SUP}(x)) = 0 \) holds. Let the region \( \text{SUP}(x) \) be a hypersphere, then \( \text{SUP}(x) \) can be identified by means of its center \( c(x) \) and its radius \( r(x) \) where \( c(x) \) is an instance and \( r(x) \) is a positive real number. Then, the minimum distance \( \text{mindist}(x_i, x_j) \) and the maximum distance \( \text{maxdist}(x_i, x_j) \) between \( x_i \) and \( x_j \) can be defined as follows:

\[
\text{mindist}(x_i, x_j) = \min \{d(v, w) : v \in \text{SUP}(x_i) \land w \in \text{SUP}(x_j)\} = \max \{0, d(c(x_i), c(x_j)) - r(x_i) - r(x_j)\},
\]

\[
\text{maxdist}(x_i, x_j) = \max \{d(v, w) : v \in \text{SUP}(x_i) \land w \in \text{SUP}(x_j)\} = d(c(x_i), c(x_j)) + r(x_i) + r(x_j).
\]

(16.19)

(16.20)

Let \( \text{inner}_{D_i}(q, R) \) denote the set \( \{x \in D_i : \text{maxdist}(q, x) \leq R\} \), that is the subset of \( D_i \) composed of all the object \( x \) whose maximum distance from \( q \) is not greater than \( R \). Let \( R_i^k \) denote the positive real number \( R_i^k = \min \{R \geq 0 : |\text{inner}_{D_i}(q, R)| \geq k\} \) representing the smallest radius \( R \) for which there exist at least \( k \) objects of the class \( c \) having maximum distance from \( q \) not greater than \( R \). Moreover, we can define \( R_{k}^q \) and \( R_{\min}^q \) as follows:

\[
R_{\max}^q = \min \{R_{k}^q, R_{\min}^q\}, \quad R_{\min}^q = \min_{x \in D} \text{mindist}(q, x).
\]

(16.21)

To compute the probability reported in Equation (16.18) for binary classification, a specific finite domain can be considered instead of an infinite domain such that the probability can be computed efficiently as follows:

\[
\text{Pr}(D_k(q, c) < D_k(q, c')) = \int_{R_{\min}^q}^{R_{\max}^q} \text{Pr}(D_k(q, c) = R) \cdot \text{Pr}(D_k(q, c') > R) dR.
\]

(16.22)

In addition, some other efficient strategies for computing the above integral have also been proposed, such as the Histogram technique (for details, please refer to [4]).

3. Algorithm Steps. The overall steps of the uncertain nearest neighbor classification algorithm can be summarized as follows, for a given dataset \( \text{Train}_D \), with two classes \( c \) and \( c' \) and integer \( k > 0 \). To classify a certain test object \( q \), we process it according to the following steps. (1) Determine the value \( R_{\max}^q = \min \{R_{k}^q, R_{\min}^q\} \); (2) determine the set \( D_i^q \) composed of the training set objects \( x_i \) such that \( \text{mindist}(q, x_i) \leq R_{\max}^q \); (3) if in \( D_i^q \) there are less than \( k \) objects of the class \( c \) (resp.), then return \( c \) (\( c' \), resp.) with associated probability 1 and exit; (4) determine the value \( R_{\min}^q = \min_{x \in D} (\text{mindist}(q, x_i)) \) by considering only the object \( x_i \) belonging to \( D_i^q \); (5) determine the nearest neighbor probability \( p \) of class \( c \) w.r.t. class \( c' \). If \( p \geq 0.5 \), return \( c \) with associated probability, otherwise return \( c' \) with associated probability 1-\( p \).

Discussions: As we noticed from the simple example shown in Figure 16.5, the naive approach that follows the basic framework of traditional nearest neighbor classification and is easy to implement can not guarantee the quality of classification in the uncertain data cases. The approach proposed in [4] extends the nearest neighbor-based classification for uncertain data. The main contribution of this algorithm is to introduce a novel classification rule for the uncertain setting, i.e., the Uncertain Nearest Neighbor (UNN) rule. UNN relies on the concept of nearest neighbor class, rather than on that of nearest neighbor object. For a given test object, UNN will assign the label of its nearest neighbor class to it. This probabilistic class assignment approach is much more robust and achieves better results than the straightforward approach assigning to \( q \) the class of the most
probable nearest neighbor of a test object \( q \). To classify a test object efficiently, some novel strategies are proposed. Further experiments on real datasets demonstrate that the accuracy of nearest neighbor-based methods can outperform some other methods such as density-based method [1] and decision tree [32], among others.

### 16.3.6 Support Vector Classification

**Overview:** Support vector machine (SVM) has been proved to be very effective for the classification of linear and nonlinear data [17]. Compared with other classification methods, the SVM classification method often has higher accuracy due to its ability to model complex nonlinear decision boundaries, enabling it to cope with linear and non-linear separable data. The problem is that the training process is quite slow compared to the other classification methods. However, it can perform well even if the number of training samples is small, due to its anti-overfitting characteristic. The SVM classification method has been widely applied for many real applications such as text classification, speaker identification, etc.

In a nutshell, the binary classification procedure based on SVM works as follows [17]: Given a collection of training data points, if these data points are linearly separable, we can search for the maximum marginal hyperplane (MMH), which is a hyperplane that gives the largest separation between classes from the training datasets. Once we have found the MMH, we can use it for the classification of unlabeled instances. If the training data points are non-linearly separable, we can use a nonlinear mapping to transform these data points into a higher dimensional space where the data is linearly separable and then searches for the MHH in this higher dimensional space. This method has also been generalized for multi-class classification. In addition, SVM classification has been extended to handle data with uncertainty in [8].

**Input:** A set of labeled objects whose uncertain attributes are associated with pdf models.

**Algorithm:** Before giving the details of support vector classification for uncertain data, we need the following statistical model for prediction problems as introduced in [8].

1. **A Statistical Model.** Let \( x_i \) be a data point with noise information whose label is \( c_i \), and let its original uncorrupted data be \( x'_i \). By examining the process of generating uncertainty, we can assume that the data \( x'_i \) is generated according to a particular distribution \( p(x'_i; c_i|\theta) \) where \( \theta \) is an unknown parameter. Given \( x'_i \), we can assume that \( x_i \) is generated from \( x'_i \), but independent of \( c_i \) according to a distribution \( p(x_i|\theta'; \sigma_i, x'_i) \) where \( \theta' \) is another possibly unknown parameter and \( \sigma_i \) is a known parameter, which is our estimate of the uncertainty for \( x_i \). So the joint probability of \( (x_i, c_i) \) can be obtained easily and then the joint probability of \( (x_i, c_i) \) can be computed by integrating out the unobserved quantity \( x'_i \):

\[
p(x_i, c_i) = \int p(x'_i, c_i|\theta)p(x_i|\theta, \sigma_i, x'_i)dx'_i.
\]

Let us assume that we model uncertain data by means of the above equation. Then, if we have observed some data points, we can estimate the two parameters \( \theta \) and \( \theta' \) by using maximum-likelihood estimates as follows:

\[
\max_{\theta, \theta'} \sum_i \ln p(x_i, c_i|\theta, \theta') = \max_{\theta, \theta'} \int p(x'_i, c_i|\theta)p(x_i|\theta, \sigma_i, x'_i)dx'_i.
\]

The integration over the unknown true input \( x'_i \) might become quite difficult. But we can use a more tractable and easier approach to solve the maximum-likelihood estimate. Equation (16.25) is an approximation that is often used in practical applications.

\[
\max_{\theta, \theta'} \sum_i \ln \sup_{x'_i} [p(x'_i, c_i|\theta)p(x_i|\theta, \sigma_i, x'_i)]
\]

For the prediction problem, there are two types of statistical models, generative models and...
discriminative models (conditional models). In [8] the discriminative model is used assuming that 
\[ p(x'_i, c_i | \theta) = p(x'_i) p(c_i | \theta, x'_i) \] 

Now, let us consider regression problems with Gaussian noise as an example:

\[ p(x'_i, c_i | \theta) \sim p(x'_i) \exp \left( -\frac{(\theta^T x'_i - c_i)^2}{2\sigma^2} \right), \quad p(x_i | \theta', \sigma, x'_i) \sim \exp \left( -\frac{\|x_i - x'_i\|^2}{2\sigma^2} \right) \]  

(16.26)

so that the method in 16.25 becomes:

\[ \theta = \arg \min_{\theta} \sum_i \inf_{x'_i} \left[ \frac{(\theta^T x'_i - c_i)^2}{2\sigma^2} + \frac{\|x_i - x'_i\|^2}{2\sigma_i^2} \right]. \]  

(16.27)

For binary classification, where \( c_i \in \{\pm 1\} \), we consider the logistic conditional probability model for \( c_i \), while still assuming Gaussian noise in the input data. Then we can obtain the joint probabilities and the estimate of \( \theta \).

\[ p(x'_i, c_i | \theta) \sim p(x'_i) \exp \left( \frac{1}{1+\exp(-\theta^T x'_i c_i)} \right), \quad p(x_i | \theta', \sigma, x'_i) \sim \exp \left( -\frac{\|x_i - x'_i\|^2}{2\sigma^2} \right) \]  

(16.28)

\[ \theta = \arg \min_{\theta} \sum_i \inf_{x'_i} \left[ \ln(1+e^{-\theta^T x'_i}) + \frac{\|x_i - x'_i\|^2}{2\sigma_i^2} \right]. \]  

2. Support Vector Classification. Based on the above statistic model, [8] proposes a total support vector classification (TSVC) algorithm for classifying input data with uncertainty, which follows the basic framework of traditional SVM algorithms. It assumes that data points are affected by an additive noise, i.e., \( x'_i = x_i + \Delta x_i \) where noise \( \Delta x_i \) satisfies a simple bounded uncertainty model \( \|\Delta x_i\| \leq \delta_i \) with uniform priors.

The traditional SVM classifier construction is based on computing a separating hyperplane \( w^T x + b = 0 \), where \( w = (w_1, w_2, \cdots, w_p) \) is a weight vector and \( b \) is a scalar, often referred to as a bias. Like in the traditional case, when the input data is uncertain data, we also have to distinguish between linearly separable and non-linearly separable input data. Consequently, TSVC will address the following two problems separately.

(1) Separable case: To search for the maximum marginal hyperplane (MMH) we have to replace the parameter \( \theta \) in Equation (16.26) and (16.28) with a weight vector \( w \) and a bias \( b \). Then, the problem of searching for MMH can be formulated as follows.

\[ \min_{w,b,\Delta \xi_i=1,\cdots,n} \frac{1}{2}\|w\|^2 \]  

subject to  

\[ c_i(w^T (x_i + \Delta x_i) + b) \geq 1, \|\Delta x_i\| \leq \delta_i, i = 1, \cdots, n. \]  

(16.29)

(2) Non-separable case: We replace the square loss in Equation (16.26) or the logistic loss in Equation (16.28) with the margin-based hinge-loss \( \xi_i = \max\{0, 1 - c_i(w^T x_i + b)\} \), which is often used in the standard SVM algorithm, and we get

\[ \min_{w,b,\xi_i,\Delta x_i=1,\cdots,n} C\sum_{i=1}^{n} \xi_i + \frac{1}{2}\|w\|^2 \]  

subject to  

\[ c_i(w^T (x_i + \Delta x_i) + b) \geq 1 - \xi_i, \xi_i \geq 0, \|\Delta x_i\| \leq \delta_i, i = 1, \cdots, n. \]  

(16.30)

To solve the above problems, TSVC proposes an iterative approach based on an alternating optimization method [7] and its steps are as follows.

Initialize \( \Delta x_i = 0 \), repeat the following two steps until a termination criterion is met:

1. Fix \( \Delta x_i, i = 1, \cdots, n \) to the current value, solve problem in Equation (16.30) for \( w \), \( b \), and \( \xi \), where \( \xi = (\xi_1, \xi_2, \cdots, \xi_n) \).
2. Fix \( w, b \) to the current value, solve problem in Equation (16.30) for \( \Delta x_i, i = 1, \ldots, n \), and \( \xi \).

The first step is very similar to standard SVM, except for the adjustments to account for input data uncertainty. Similar to how traditional SVMs are usually optimized, we can compute \( w \) and \( b \) [34]. The second step is to compute the \( \Delta x_i \). When there are only linear functions or kernel functions needed to be considered, TSVC proposes some more efficient algorithms to handle them, respectively (for details, please refer to [8]).

**Discussions**: The authors developed a new algorithm (TSVC), which extends the traditional support vector classification to the input data, which is assumed to be corrupted with noise. They devise a statistical formulation where unobserved data is modelled as a hidden mixture component, so the data uncertainty can be well incorporated in this model. TSVC attempts to recover the original classifier from the corrupted training data. Their experimental results on synthetic and real datasets show that TSVC can always achieve lower error rates than the standard SVC algorithm. This demonstrates that the new proposed approach TSVC, which allows us to incorporate uncertainty of the input data, in fact obtains more accurate predictors than the standard SVM for problems where the input data is affected by noise.

### 16.3.7 Naive Bayes Classification

**Overview**: Naive Bayes classifier is a widely used classification method based on Bayes theory. It assumes that the effect of an attribute value on a given class is independent of the values of the other attributes, which is also called the assumption of conditional independence. Based on class conditional density estimation and class prior probability, the posterior class probability of a test data point can be derived and the test data will be assigned to the class with maximum posterior class probability. It has been extended for uncertain data classification in [29].

**Input**: A training dataset \( \text{Train}_D \), a set of labels \( C = \{ C_1, C_2, \ldots, C_L \} \), \( x_{nk} = (x_{n_1k}, x_{n_2k}, \ldots, x_{ndk}) \), \( n_k = 1, 2, \ldots, N_k \) represent the \( d \)-dimensional training objects (tuples) of class \( C_k (1 \leq k \leq L) \) where \( N_k \) is the number of objects in class \( C_k \), and each dimension is associated with a pdf model. The total number of training objects is \( n = \sum_{k=1}^{L} N_k \).

**Algorithm**: Before introducing the naive Bayes classification for uncertain data, let us go through the naive Bayes classification for certain data.

1. **Certain Data Case**. Suppose each dimension of an object is a certain value. Let \( P(C_k) \) be the prior probability of the class \( C_k \), and \( P(x|C_k) \) be the conditional probability of seeing the evidence \( x \) if the hypothesis \( C_k \) is true. For a \( d \)-dimensional unlabeled instance \( x = (x^1, x^2, \ldots, x^d) \), to build a classifier to predict its unknown class label based on naive Bayes theorem, we can build a classifier shown in (16.31).

\[
P(C_k|x) = \frac{P(x|C_k)P(C_k)}{\sum_{k'} P(x|C_{k'})P(C_{k'})}. \tag{16.31}
\]

Since the assumption of conditional independence is assumed in naive Bayes classifiers, we have:

\[
P(x|C_k) = \prod_{j=1}^{d} P(x^j|C_k). \tag{16.32}
\]

The kernel density estimation, a non-parametric way of estimating the probability density function of a random variable, is often used to estimate the class conditional density. For the set of

\[2\] The input format of naive Bayes classification is a little different from other algorithms. This is because we have to estimate the prior and conditional probabilities of different classes separately.
instances with class label $C_k$, we can estimate the probability density function of their $j$-th dimension by using kernel density estimation as follows:

$$
\hat{f}_{h_k}^{\mu}(x^j|C_k) = \frac{1}{N_k h_k} \sum_{n_k=1}^{N_k} K\left(\frac{x_j - x^j_{nk}}{h_k}\right)
$$

(16.33)

where the function $K$ is some kernel with the bandwidth $h_k$. A common choice of $K$ is the standard Gaussian function with zero mean and unit variance, i.e., $K(x) = \frac{1}{\sqrt{2\pi}}e^{-\frac{x^2}{2}}$.

To classify $x = (x^1, x^2, \cdots, x^d)$ using a naive Bayes model with Equation (16.32), we need to estimate the class condition density $P(x^j|C_k)$. We use $\hat{f}_{h_k}^{\mu}(x^j)$ as the estimation. From Equations (16.32) and (16.33), we get:

$$
P(x|C_k) = \prod_{j=1}^{d} \left\{ \frac{1}{N_k h_k} \sum_{n_k=1}^{N_k} K\left(\frac{x_j - x^j_{nk}}{h_k}\right) \right\}.
$$

(16.34)

We can compute $P(C_k|x)$ using Equation (16.31) and (16.34) and predict the label of $x$ as $y = \arg \max_{C_k \in C} P(C_k|x)$.

2. Uncertain Data Case. In this case, each dimension $x^j_{nk} (1 \leq j \leq d)$ of a tuple in the training dataset is uncertain, i.e., represented by a probability density function $p^j_{nk}$. To classify an unlabeled uncertain data $x = (x^1, x^2, \cdots, x^d)$, where each attribute is modeled by a pdf $p^j (j = 1, 2, \cdots, d)$, [29] proposes a Distribution-based naive Bayes classification for uncertain data classification. It follows the basic framework of the above algorithm and extends some parts of it for handling uncertain data.

The key step of the Distribution-based method is the estimation of class conditional density on uncertain data. It learns the class conditional density from uncertain data objects represented by probability distributions. They also use kernel density estimation to estimate the class conditional density. However, we may not be able to estimate $P(x^j|C_k)$ using $\hat{f}_{h_k}^{\mu}(x^j|C_k)$ without any redesign, because the value of $x^j$ is modeled by a pdf $p^j$ and the kernel function $K$ is defined for scalar-valued parameters only. So, we need to extend Equation (16.33) to create a kernel-density estimation for $x^j$. Since $x^j$ is a probability distribution, it is natural to replace $K$ in Equation (16.33) using its expected value, and we can get:

$$
\hat{f}_{h_k}^{\mu}(x^j) = \frac{1}{N_k h_k} \sum_{n_k=1}^{N_k} E[K\left(\frac{x^j - x^j_{nk}}{h_k}\right)]
$$

$$
= \frac{1}{N_k h_k} \sum_{n_k=1}^{N_k} \int \int K\left(\frac{x^j - x^j_{nk}}{h_k}\right)p^j(x^j)p^j_{nk}(x^j_{nk})dx^j dx^j_{nk}.
$$

(16.35)

Using the above equation to estimate $P(x^j|C_k)$ in Equation (16.32) gives:

$$
P(x|C_k) = \prod_{j=1}^{d} \left\{ \frac{1}{N_k h_k} \sum_{n_k=1}^{N_k} \int \int K\left(\frac{x^j - x^j_{nk}}{h_k}\right)p^j(x^j)p^j_{nk}(x^j_{nk})dx^j dx^j_{nk} \right\}.
$$

(16.36)

The Distribution-based method presents two possible methods, i.e., formula-based method and sample-based method, to compute the double integral in Equation (16.36).

1. Formula-Based Method. In this method, we first derive the formula for kernel estimation for uncertain data objects. With this formula, we can then compute the kernel density and run the naive Bayes method to perform the classification. Suppose $x$ and $x_{nk}$ are uncertain data objects with multivariate Gaussian distributions, i.e., $x \sim N(\mu, \Sigma)$ and $X_{nk} \sim N(\mu_{nk}, \Sigma_{nk})$. Here, $\mu = (\mu^1, \mu^2, \cdots, \mu^d)$ and $\mu_{nk} = (\mu^1_{nk}, \mu^2_{nk}, \cdots, \mu^d_{nk})$ are the means of $x$ and $x_{nk}$, while $\Sigma$ and $\Sigma_{nk}$ are their covariance matrices, respectively. Because of the independence assumption, $\Sigma$ and $\Sigma_{nk}$ are diagonal matrices. Let $\sigma^j$
and $\sigma'_{nk}$ be the standard deviations of the j-th dimension for $x$ and $x_{nk}$, respectively. Then, $x^j \sim N(\mu^j, \sigma^j \cdot \sigma')$ and $x^j \sim N(\mu^j, \sigma^j \cdot \sigma')$. To classify $x$ using naive Bayes model, we compute all the class condition densities $P(x|C_k)$ based on Equation (16.36). Since $x^j_{nk}$ follows Gaussian distribution, we have:

$$p_{nk}^j(x^j_{nk}) = \frac{1}{\sigma_{nk}^j \sqrt{2\pi}} \exp\left(-\frac{1}{2} \frac{(x^j_{nk} - \mu_{nk}^j)^2}{\sigma_{nk}^j}\right)$$  \hspace{1cm} (16.37)

and similarly for $x^j$ (by omitting all subscripts in Equation (16.37)). Based on formulae (16.36) and (16.37), we have:

$$P(x|C_k) = \prod_{j=1}^{d} \left\{ \sum_{n_{k}=1}^{N_{k}} \frac{\exp\left(-\frac{1}{2} \left(\frac{m^j_{nk} - \mu_{nk}^j}{v_{nk}^j \sigma_{nk}^j}\right)^2\right)}{N_k v_{nk}^j \sqrt{2\pi}} \right\}$$  \hspace{1cm} (16.38)

where $v_{nk}^j = \sqrt{h_k^j \cdot h_k^j + \sigma^j \cdot \sigma'}$. It is easy to see the time complexity of computing $P(x|C_k)$ is $O(N kd)$, so the time complexity of the formula-based method is $\sum_{k=1}^{K} O(N_k d) = O(nd)$.

2. Sample-based method. In this method, every training and testing uncertain data object is represented by sample points based on their own distributions. When using kernel density estimation for a data object, every sample point contributes to the density estimation. The integral of density can be transformed into the summation of the data points’ contribution with their probability as weights. Equation (16.36) is thus replaced by:

$$P(x|C_k) = \prod_{j=1}^{d} \frac{1}{N_k h_k^{j}} \sum_{n_{k}=1}^{N_{k}} \sum_{c=1}^{s} K \left( \frac{x_{nk,d}^j - x_{n_{nk}d}^j}{h_k^j} \right) P(x^j_{nk}) P(x^j_{n_{nk}d})$$  \hspace{1cm} (16.39)

where $x_{nk}^j$ represents the $c$-th sample point of uncertain test data object $x$ along the $j$-th dimension. $x_{n_{nk}d}^j$ represents the $d$-th sample point of uncertain training data object $x_{nk}$ along the $j$-th dimension. $P(x^j_{nk})$ and $P(x^j_{n_{nk}d})$ are probabilities according to $x$ and $x_{nk}$’s distribution, respectively. $s$ is the number of samples used for each of $x^j$ and $x_{nk}^j$ along the $j$-th dimension, and gets the corresponding probability of each sample point. After computing the $P(x|C_k)$ for $x$ with each class $C_k$, we can compute the posterior probability $P(C_k|x)$ based on Equation (16.31) and $x$ can be assigned to the class with maximum $P(C_k|x)$. It is easy to see the time complexity of computing $P(x|C_k)$ is $O(N_k d s^2)$, so the time complexity of the formula-based method is $\sum_{k=1}^{K} O(N_k d s^2) = O(nd s^2)$.

Discussions: In this section, we have discussed a naive Bayes method, i.e., distribution-based naive Bayes classification, for uncertain data classification. The critical step of naive Bayes classification is to estimate the class conditional density, and kernel density estimation is a common way for that. The distribution-based method extends the kernel density estimation method to handle uncertain data by replacing the kernel function using its expectation value. Compared with AVG, the distribution-based method has considered the whole distributions, rather than mean values of instances, so more accurate classifiers can be learnt, which means we can achieve better accuracies. Besides, it reduces the extended kernel density estimation to the evaluation of double-integrals. Then, two methods, i.e. formula-based method and sample-based method, are proposed to solve it. Although the distribution-based naive Bayes classification may achieve better accuracy, it performs slowly because it has to compute two summations over $s$ sample points each, while AVG uses a single value in the place of this double summation. The further experiments on real data datasets in [29] show that distribution-based method can always achieve higher accuracy than AVG. Besides, the formula-based method generally gives higher accuracy than the sample-based method.
16.4 Conclusions

As one of the most essential tasks in data mining and machine learning, classification has been studied for decades. However, the solutions developed for classification often assume that data values are exact. This may not be adequate for emerging applications (e.g., LBS and biological databases), where the uncertainty of their databases cannot be ignored. In this chapter, we survey several recently-developed classification algorithms that consider uncertain data as a “first-class citizen.” In particular, they consider the entire uncertainty information that is available, i.e., every single possible value in the pdf or pmf of the attributes involved, in order to achieve a higher effectiveness than AVG. They are also more efficient than PW, since they do not have to consider all the possible worlds.

We believe that there are plenty of interesting issues to consider in this area, including:

• A systematic comparison among the algorithms that we have studied here is lacking. It would be interesting to derive and compare their computational complexities. More experiments should also be conducted on these solutions, so that we know which algorithm performs better under which situations. Also, most of the datasets used in the experiments are synthetic (e.g., the pdf is assumed to be uniform). It would be important to test these solutions on data obtained from real applications or systems.

• Some classification algorithms apply to pmf only, while others (e.g., naive Bayes classifier) can be used for pdf with particular distributions (e.g., Gaussian). It would be interesting to examine a general and systematic method to modify a classification algorithm, so that it can use both pdf and pmf models.

• Most of the classification algorithms consider the uncertainty of attributes, represented by pdf or pmf. As a matter of fact, in the uncertain database literature, there are a few other well-studied uncertainty models, including tuple uncertainty [19], logical model [30], c-tables [18], and Bayesian models. These models differ in the complexity of representing uncertainty; e.g., some models assume entities (e.g., pdf and pmf) are independent, while others (e.g., Bayesian) handle correlation among entities. It would be interesting to consider how classification algorithms should be designed to handle these uncertainty models.

• All the algorithms studied here only work on one database snapshot. However, if these data changes (e.g., in LBS, an object is often moving, and the price of a stock in a stock market system fluctuates), it would be important to develop efficient algorithms that can incrementally update the classification results for a database whose values keep changing.

• It would be interesting to examine how the uncertainty handling techniques developed for classification can also be applied to other mining tasks, e.g., clustering, frequent pattern discovery, and association rule mining.
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17.1 Introduction

The problem of rare class detection is closely related to outlier analysis [2]. In unsupervised outlier analysis, no supervision is used for the anomaly detection process. In such scenarios, many of the anomalies found correspond to noise, and may not be of any interest to an analyst. It has been observed [35,42,61] in diverse applications such as system anomaly detection, financial fraud, and Web robot detection that the nature of the anomalies is often highly specific to particular kinds...
of abnormal activity in the underlying application. In such cases, unsupervised outlier detection methods may often discover noise, which may not be specific to that activity, and therefore may also not be of any interest to an analyst. The goal of supervised outlier detection and rare class detection is to incorporate application-specific knowledge into the outlier analysis process, so as to obtain more meaningful anomalies with the use of learning methods. Therefore, the rare class detection problem may be considered the closest connection between the problems of classification and outlier detection. In fact, while classification may be considered the supervised analogue of the clustering problem, the rare class version of the classification problem may be considered the supervised analogue of the outlier detection problem. This is not surprising, since the outliers may be considered rare “unsupervised groups” for a clustering application.

In most real data domains, some examples of normal or abnormal data may be available. This is referred to as training data, and can be used to create a classification model, which distinguishes between normal and anomalous instances. Because of the rare nature of anomalies, such data is often limited, and it is hard to create robust and generalized models on this basis. The problem of classification has been widely studied in its own right, and numerous algorithms are available in the literature [15] for creating supervised models from training data. In many cases, different kinds of abnormal instances may be available, in which case the classification model may be able to distinguish between them. For example, in an intrusion scenario, different kinds of intrusion anomalies are possible, and it may be desirable to distinguish among them.

This problem may be considered a very difficult special case (or variation) of the classification problem, depending upon the following possibilities, which may be present either in isolation or in combination.

- **Class Imbalance**: The distribution between the normal and rare class will be very skewed. From a practical perspective, this implies that the optimization of classification accuracy may not be meaningful, especially since the misclassification of positive (outlier) instances is less desirable than the misclassification of negative (normal) instances. In other words, false positives are more acceptable than false negatives. This leads to cost-sensitive variations of the classification problem, in which the objective function for classification is changed.

- **Contaminated Normal Class Examples (Positive-Unlabeled Class Problem)**: In many real scenarios, the data may originally be present in unlabeled form, and manual labeling is performed for annotation purposes. In such cases, only the positive class is labeled, and the remaining “normal” data contains some abnormalities. This is natural in large scale applications such as the Web and social networks, in which the sheer volume of the underlying data makes contamination of the normal class more likely. For example, consider a social networking application, in which it is desirable to determine spam in the social network feed. A small percentage of the documents may be spam. In such cases, it may be possible to recognize and label some of the documents as spam, but many spam documents may remain in the examples of the normal class. Therefore, the “normal” class may also be considered an unlabeled class. In practice, however, the unlabeled class is predominantly the normal class, and the anomalies in it may be treated as contaminants. The classification models need to be built to account for this. Technically, this case can be considered a form of partial supervision [40], though it can also be treated as a difficult special case of full supervision, in which the normal class is more noisy and contaminated. Standard classifiers can be used on the positive-unlabeled version of the classification problem, as long as the relative frequency of contaminants is not extreme. In cases where the unlabeled class does not properly reflect the distribution in the test instances, the use of such unlabeled classes can actually harm classification accuracy [37].

A different flavor of incomplete supervision refers to missing training data about an entire class, rather than imperfect or noisy labels. This case is discussed below.
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- **Partial Training Information** (Semi-supervision or novel class detection): In many applications, examples of one or more of the anomalous classes may not be available. For example, in an intrusion detection application, one may have examples of the normal class, and some of the intrusion classes, as new kinds of intrusions arise with time. In some cases, examples of one or more normal classes are available. A particularly commonly studied case is the **one class variation**, in which only examples of the normal class are available. The only difference between this extreme case and the unsupervised scenario is that the examples of the normal class are typically guaranteed to be free of outlier class examples. In many applications, this is a very natural consequence of the extreme rarity of the outlier class. For example, in a bio-terrorist attack scenario, no examples of anomalous classes may be available, since no such event may have occurred in the first place. Correspondingly, the examples of the training class are also guaranteed to be free of outliers. This particular special case, in which the training data contains only normal classes, is much closer to the unsupervised version of the outlier detection problem. This will be evident from the subsequent discussion in the chapter.

It is evident that most of the above cases are either a special case, or a variant of the classification problem, which provides different challenges. Furthermore, it is possible for some of these conditions to be present in combination. For example, in an intrusion detection application, labeled data may be available for some of the intrusions, but no labeled information may be available for other kinds of intrusions. Thus, this scenario requires the determination of both rare classes and novel classes. In some cases, rare class scenarios can be reduced to partially supervised scenarios, when only the rare class is used for training purposes. Therefore, the boundaries between these scenarios are often blurred in real applications. Nevertheless, since the techniques for the different scenarios can usually be combined with one another, it is easier to discuss each of these challenges separately. Therefore, a section will be devoted to each of the aforementioned variations.

A particular form of supervision is **active learning**, when human experts may intervene in order to identify relevant instances. Very often, active learning may be accomplished by providing an expert with candidates for rare classes, which are followed by the expert explicitly labeling these pre-filtered examples. In such cases, **label acquisition** is combined with **model construction** in order to progressively incorporate more human knowledge into the rare class detection. Such a human-computer cooperative approach can sometimes provide more effective results than automated techniques.

Paucity of training data is a common problem, when the class distribution is imbalanced. Even in a modestly large training data set, only a small number of rare instances may be available. Typically, it may be expensive to acquire examples of the rare class. Imbalanced class distributions could easily lead to training algorithms that show differentially overfitting behavior. In other words, the algorithm may behave robustly for the normal class, but may overfit the rare class. Therefore, it is important to design the training algorithms, so that overfitting is avoided.

This chapter is organized as follows. The next section will discuss the problem of rare-class detection in the fully supervised scenario. The semi-supervised case of classification with positive and unlabeled data will be studied in Section 17.3. Section 17.4 will discuss the problem of novel class detection. This is also a form of semi-supervision, though it is of a different kind. Methods for human supervision are addressed in Section 17.5. A discussion of other work, and a summary of its relationship to the methods discussed in this chapter, is presented in Section 17.6. The conclusions and summary are presented in Section 17.7.
17.2 Rare Class Detection

The problem of class imbalance is a common one in the context of rare class detection. The straightforward use of evaluation metrics and classifiers that are not cognizant of this class imbalance may lead to very surprising results. For example, consider a medical application in which it is desirable to identify tumors from medical scans. In such cases, 99% of the instances may be normal, and only 1% are abnormal.

Consider the trivial classification algorithm, in which every instance is labeled as normal without even examining the feature space. Such a classifier would have a very high absolute accuracy of 99%, but would not be very useful in the context of a real application. In fact, many forms of classifiers (which are optimized for absolute accuracy) may show a degradation to the trivial classifier. For example, consider a $k$-nearest neighbor classifier, in which the majority class label in the neighborhood is reported as the relevant class label. Because of the inherent bias in the class distribution, the majority class may very often be normal even for abnormal test instances. Such an approach fails because it does not account for the relative behavior of the test instances with respect to the original class distribution. For example, if 49% of the training instances among the $k$-nearest neighbors of a test instance are anomalous, then that instance is much more likely to be anomalous relative to its original class distribution. By allowing changes to the classification criterion, such as reporting non-majority anomalous classes as the relevant label, it is possible to improve the classification accuracy of anomalous classes. However, the overall classification accuracy may degrade.

Of course, the question arises whether the use of measures such as overall classification accuracy is meaningful in the first place. Therefore, the issue of evaluation and model construction are closely related in the supervised scenario. The first step is to identify how the rare class distribution relates to the objective function of a classification algorithm, and the algorithmic changes required in order to incorporate the modifications to the modeling assumptions.

There are two primary classes of algorithms that are used for handling class imbalance:

- **Cost Sensitive Learning**: The objective function of the classification algorithm is modified in order to weight the errors in classification differently for different classes. Classes with greater rarity have higher costs. Typically, this approach requires algorithm-specific changes to different classifier models in order to account for costs.

- **Adaptive Re-sampling**: The data is re-sampled so as to magnify the relative proportion of the rare classes. Such an approach can be considered an indirect form of cost-sensitive learning, since data re-sampling is equivalent to implicitly assuming higher costs for misclassification of rare classes.

Both these methodologies will be discussed in this section. For the case of the cost-sensitive problem, it will also be discussed how classification techniques can be heuristically modified in order to approximately reflect costs. A working knowledge of classification methods is assumed in order to understand the material in this section. The reader is also referred to [15] for a description of the different types of classifiers.

For the discussion in this section, it is assumed that the training data set is denoted by $\mathcal{D}$, and the labels are denoted by $L = \{1, \ldots , k\}$. Without loss of generality, it can be assumed that the normal class is indexed by 1. The $i$th record is denoted by $\mathbf{x}_i$, and its label $l_i$ is drawn from $L$. The number of records belonging to the $i$th class are denoted by $N_i$, and $\sum_{i=1}^{k} N_i = N$. The class imbalance assumption implies that $N_1 \gg N - N_1$. While imbalances may exist between other anomalous classes too, the major imbalance occurs between the normal and the anomalous classes.
17.2.1 Cost Sensitive Learning

In cost sensitive learning, the goal is to learn a classifier, which maximizes the weighted accuracy over the different classes. The misclassification cost of the $i$th class is denoted by $c_i$. Some models [14] use a $O(k \times k)$ cost matrix to represent the full spectrum of misclassification behavior. In such models, the cost is dependent not only on the class identity of the misclassified instance, but is also dependent on the specific class label to which it is misclassified. A simpler model is introduced here, which is more relevant to the rare class detection problem. Here the cost only depends on the origin class, and not on a combination of the origin and destination class. The goal of the classifier is to learn a training model that minimizes the weighted misclassification rate.

The choice of $c_i$ is picked in an application specific manner, though numerous heuristics exist to pick the costs in an automated way. The work in [70] proposes methods to learn the costs directly in a data driven manner. Other simpler heuristic rules are used often in many practical scenarios. For example, by choosing the value of $c_i$ to be proportional to $1/N_i$, the aggregate impact of the instances of each class on the weighted misclassification rate is the same, in spite of the imbalance between the classes. Such methods are at best rule-of-thumb techniques for addressing imbalance, though more principled methods also exist in the literature. Many such methods will be discussed in this chapter.

17.2.1.1 MetaCost: A Relabeling Approach

A general framework known as MetaCost [14] uses a relabeling approach to classification. This is a meta-algorithm, which can be applied to any classification algorithm. In this method, the idea is to relabel some of the training instances in the data, by using the costs, so that normal training instances, which have a reasonable probability of classifying to the rare class, are relabeled to that rare class. Of course, rare classes may also be relabeled to a normal class, but the cost-based approach is intended to make this less likely. Subsequently, a classifier can be used on this more balanced training data set. The idea is to use the costs in order to move the decision boundaries in a cost-sensitive way, so that normal instances have a greater chance of misclassification than rare instances, and the expected misclassification cost is minimized.

In order to perform the relabeling, the classifier is applied to each instance of the training data and its classification prediction is combined with costs for re-labeling. Then, if a classifier predicts class label $i$ with probability $p_i(\mathbf{X})$ for the data instance $\mathbf{X}$, then the expected misclassification cost of the prediction of $\mathbf{X}$, under the hypothesis that it truly belonged to $r$, is given by $\sum_{i \neq r} c_i \cdot p_i(\mathbf{X})$. Clearly, one would like to minimize the expected misclassification cost of the prediction. Therefore, the MetaCost approach tries different hypothetical classes for the training instance, and relabels it to the class that minimizes the expected misclassification cost. A key question arises as to how the probability $p_i(\mathbf{X})$ may be estimated from a classifier. This probability clearly depends upon the specific classifier that is being used. While some classifiers explicitly provide a probability score, not all classifiers provide such probabilities. The work in [14] proposes a bagging approach [6] in which the training data is sampled with replacement (bootstrapping), and a model is repeatedly constructed on this basis. The training instances are repeatedly classified with the use of such a bootstrap sample. The fraction of predictions (or votes) for a particular class across different training data samples are used as the classification probabilities.

The challenge of such an approach is that relabeling training data is always somewhat risky, especially if the bagged classification probabilities do not reflect intrinsic classification probabilities. In fact, each bagged classification model-based prediction is highly correlated to the others (since they share common training instances), and therefore the aggregate estimate is not a true probability.

In practice, the estimated probabilities are likely to be very skewed towards one of the classes, which is typically the normal class. For example, consider a scenario in which a rare class instance (with global class distribution of 1\%) is present in a local region with 15\% concentration of rare class instances. Clearly, this rare instance shows informative behavior in terms of relative concentration...
of the rare class in the locality of the instance. A vanilla 20-nearest neighbor classifier will virtually always\(^1\) classify this instance to a normal class in a large bootstrapped sample. This situation is not specific to the nearest neighbor classifier, and is likely to occur in many classifiers, when the class distribution is very skewed. For example, an unmodified Bayes classifier will usually assign a lower probability to the rare class, because of its much lower \textit{a-priori} probability, which is factored into the classification. Consider a situation where a hypothetically perfect Bayes classifier has a prior probability of 1\% and a posterior probability of 30\% for the correct classification of a rare class instance. Such a classifier will typically assign far fewer than 30\% of the votes to the rare class in a bagged prediction, especially\(^2\) when large bootstrap samples are used. In such cases, the normal class will win every time in the bagging because of the prior skew. This means that the bagged classification probabilities can sometimes be close to 1 for the normal class in a skewed class distribution.

This suggests that the effect of cost weighting can sometimes be overwhelmed by the erroneous skews in the probability estimation attained by bagging. In this particular example, even with a cost ratio of 100 : 1, the rare class instance will be wrongly relabeled to a normal class. This moves the classification boundaries in the opposite direction of what is desired. In fact, in cases where the unmodified classifier degrades to a trivial classifier of always classifying to the normal class, the expected misclassification cost criterion of \cite{14} will result in relabeling all rare class instances to the normal class, rather than the intended goal of selective relabeling in the other direction. In other words, relabeling may result in a further \textit{magnification} of the errors arising from class skew. This leads to degradation of classification accuracy, \textit{even from a cost-weighted perspective}.

In the previous example, if the \textit{fraction} of the 20-nearest neighbors belonging to a class are used as its probability estimate for relabeling, then much more robust results can be obtained with \textit{MetaCost}. Therefore, the effectiveness of \textit{MetaCost} depends on the quality of the probability estimate used for re-labeling. Of course, if good probability estimates are directly available from the training model in the first place, then a test instance may be directly predicted using the expected misclassification cost, rather than using the indirect approach of trying to “correct” the training data by re-labeling. This is the idea behind weighting methods, which will be discussed in the next section.

17.2.1.2 Weighting Methods

Most classification algorithms can be modified in natural ways to account for costs with some simple modifications. The primary driving force behind these modifications is to implicitly treat each training instance with a weight, where the weight of the instance corresponds to its misclassification cost. This leads to a number of simple modifications to the underlying classification algorithms. In most cases, the weight is not used explicitly, but the underlying classification model is changed to reflect such an implicit assumption. Some methods have also been proposed in the literature \cite{69} in order to incorporate the weights explicitly into the learning process. In the following, a discussion is provided about the natural modifications to the more common classification algorithms.

17.2.1.3 Bayes Classifiers

The modification of the Bayes classifier provides the simplest case for cost-sensitive learning. In this case, changing the weight of the example only changes the \textit{a-priori} probability of the class,

\footnote{The probability can be (approximately) computed from a binomial distribution to be at least equal to \(\sum_{i=0}^{9} \binom{20}{i} \cdot 0.15^i \cdot 0.85^{20-i}\) and is greater than 0.999.}

\footnote{The original idea of bagging was not designed to yield class probabilities \cite{6}. Rather, it was designed to perform robust prediction for instances where either class is an almost equally good fit. In cases where one of the classes has a “reasonably” higher (absolute) probability of prediction, the bagging approach will simply boost that probability to almost 1, when counted in terms of the number of votes. In the rare class scenario, it is expected for unmodified classifiers to misclassify rare classes to normal classes with “reasonably” higher probability.}
and all other terms within the Bayes estimation remain the same. Therefore, this is equivalent to multiplying the Bayes probability in the unweighted case with the cost, and picking the largest one. Note that this is the same criterion that is used in MetaCost, though the latter uses this criterion for relabeling training instances, rather than predicting test instances. When good probability estimates are available from the Bayes classifier, the test instance can be directly predicted in a cost-sensitive way.

17.2.1.4 Proximity-Based Classifiers

In nearest neighbor classifiers, the classification label of a test instance is defined to be the majority class from its \( k \) nearest neighbors. In the context of cost-sensitive classification, the weighted majority label is reported as the relevant one, where the weight of an instance from class \( i \) is denoted by \( c_i \). Thus, fewer examples of the rare class need to be present in a neighborhood of a test instance, in order for it to be reported as the relevant one. In a practical implementation, the number of \( k \)-nearest neighbors for each class can be multiplied with the corresponding cost for that class. The majority class is picked after the weighting process. A discussion of methods for \( k \)-nearest neighbor classification in the context of data classification may be found in [72].

17.2.1.5 Rule-Based Classifiers

In rule-based classifiers, frequent pattern mining algorithms may be adapted to determine the relevant rules at a given level of support and confidence. A rule relates a condition in the data (e.g., ranges on numeric attributes) to a class label. The support of a rule is defined as the number of training instances which are relevant to that rule. The confidence of a rule is the fractional probability that the training instance belongs to the class on the right-hand side, if it satisfies the conditions on the left-hand side. Typically, the data is first discretized, and all the relevant rules are mined from the data, at pre-specified levels of support and confidence. These rules are then prioritized based on the underlying confidence (and sometimes also the support). For a given test instances, all the relevant rules are determined, and the results from different rules can be combined in a variety of ways (e.g., majority class from relevant rules, top matching rule etc.) in order to yield the final class label.

Such an approach is not difficult to adapt to the cost-sensitive case. The main adaptation is that the weights on the different training examples need to be used during the computation of measures such as the support or the confidence. Clearly, when rare examples are weighted more heavily, the confidence of a rule will be much higher, when its right hand side corresponds to a rare class because of the weighting. This will result in the selective emphasis of rules corresponding to rare instances. Some methods for using rule-based methods in imbalanced data classification are proposed in [26], [28].

17.2.1.6 Decision Trees

In decision trees, the training data is recursively partitioned, so that the instances of different classes are successively separated out at lower levels of the tree. The partitioning is performed by using conditions on one or more features in the data. Typically, the split criterion uses the various entropy measures such as the gini-index for deciding the choice of attribute and the position of the split. For a node containing a fraction of instances of different classes denoted by \( p_1 \ldots p_k \), its gini-index is denoted by \( 1 - \sum_{i=1}^{k} p_i^2 \). Better separations of different classes leads to a lower gini-index. The split attribute and partition point is decided as one that minimizes the gini-index of the children nodes. By using costs as weights for the instances, the computation of the gini-index will be impacted so as to selectively determine regions of the data containing higher proportions of the rare class. Some examples of cost-sensitive decision trees are discussed in [64, 65].
17.2.1.7 SVM Classifier

SVM classifiers work by learning hyperplanes, which optimally separate the two classes in order to minimize the expected error. Thus, SVM classifiers can be modeled as an optimization problem, where the goal is to learn the coefficients of the underlying hyperplane. For example, a two-class example has been illustrated in Figure 17.1. The optimal separator hyperplane for the two classes is illustrated in the same figure with the solid line. However, it is possible to change the optimization model by incorporating weights (or costs) into the optimization problem. This shifts the decision boundary, so as to allow erroneous classification of a larger number of normal instances, while correctly classifying more rare instances. The result would be a reduction in the overall classification accuracy, but an increase in the cost-sensitive accuracy. For example, in the case of Figure 17.1, the optimal separator hyperplane would move from the solid line to the dotted line in the figure. The issue of class-boundary re-alignment for SVMs in the context of imbalanced data sets has been explored in detail in [63,66]. While these models are not designed with the use of example re-weighting, they achieve similar goals by using class-biased penalties during the SVM model creation.

17.2.2 Adaptive Re-Sampling

In adaptive re-sampling, the different classes are differentially sampled in order to enhance the impact of the rare class on the classification model. Sampling can be performed either with or without replacement. Either the rare class can be oversampled, or the normal class can be under-sampled, or both. The classification model is learned on the re-sampled data. The sampling probabilities are typically chosen in proportion to their misclassification costs. This enhances the proportion of the rare costs in the sample used for learning. It has generally been observed [16] that under-sampling has a number of advantages over over-sampling. When under-sampling is used, the sampled training data is much smaller than the original data set. In some variations, all instances of the rare class are used in combination with a small sample of the normal class [12, 34]. This is also referred to as one-sided selection. Under-sampling also has the advantage of being efficient without losing too much information, because:

- The model construction phase for a smaller training data set requires much less time.
• The normal class is less important for modeling purposes, and most of the rare class is included for modeling. Therefore, the discarded instances do not take away too much from the modeling effectiveness.

17.2.2.1 Relation between Weighting and Sampling

Since cost-sensitive learning can be logically understood as methods that weigh examples differently, a question arises as to how these methods relate to one another. Adaptive re-sampling methods can be understood as methods that sample the data in proportion to their weights, and then treat all examples equally. From a practical perspective, this may often lead to similar models in the two cases, though sampling methods may throw away some of the relevant data. It should also be evident that a direct weight-based technique retains more information about the data, and is therefore likely to be more accurate. This seems to be the case from many practical experiences with real data [10]. On the other hand, adaptive re-sampling has distinct efficiency advantages because it works with a much smaller data set. For example, for a data set containing 1% of labeled anomalies, it is possible for a re-sampling technique to work effectively with 2% of the original data, when the data is re-sampled into an equal mixture of the normal and anomalous classes. This translates to a performance improvement of a factor of 50.

17.2.2.2 Synthetic Over-Sampling: SMOTE

Over-sampling methods are also used in the literature, though less frequently so than under-sampling. One of the problems of over-sampling the minority class is that a larger number of samples with replacement leads to repeated samples of the same record. This could lead to over-fitting, and does not necessarily help the effectiveness of the classifier. In order to address this issue, it was suggested [8] that synthetic over-sampling could be used to create the over-sampled examples in a way that provides better effectiveness. The SMOTE approach works as follows. For each minority instance, its $k$ nearest neighbors are found. Then, depending upon the level of over-sampling required, a fraction of them are chosen randomly. A synthetic data example is generated on the line segment connecting that minority example to its nearest neighbor. The exact position of the example is chosen uniformly at random along the line segment. The SMOTE algorithm has been shown to provide more robust over-sampling than a vanilla over-sampling approach. This approach forces the decision region of the re-sampled data to become more general than one in which only members from the rare classes in the original training data are over-sampled.

17.2.2.3 One Class Learning with Positive Class

It is possible to take adaptive re-sampling to its logical extreme by not including any examples of the normal class. This artificially transforms the problem to the semi-supervised scenario, though the nature of the semi-supervision is quite different from naturally occurring scenarios. In most natural forms of semi-supervision, the positive class is missing, and copious examples of the normal class may be available. Here the normal class examples are removed from the data. This problem is also different from the positive-unlabeled classification problem. Such a problem may sometimes occur naturally in scenarios where the background class is too diverse or noisy to be sampled in a meaningful way.

In such cases, unsupervised models can be constructed on the subset of the data corresponding to the positive class. The major difference is that higher fit of the data to the positive class corresponds to greater outlier scores. This is the reverse of what is normally performed in outlier detection. The assumption is that the representative data contains only anomalies, and therefore outliers are more likely to be similar to this data. Proximity-based classifiers are very natural to construct in the one-class scenario, since the propensity of a test instance to belong to a class can be naturally modeled in terms of distances.
In the case of SVM classifiers, it is possible to create a two-class distribution by using the origin as one of the classes [59]. Typically, a kernel function is used in order to transform the data into a new space in which the dot product corresponds to the value of the kernel function. In such a case, an SVM classifier will naturally create a hyperplane that separates out the combination of features which describe the one class in the data. However, the strategy of using the origin as the second class in combination with a feature transformation is not necessarily generic and may not work well in all data domains. This differential behavior across different data sets has already been observed in the literature. In some cases, the performance of vanilla one-class SVM methods is quite poor, without careful changes to the model [55]. Other one-class methods for SVM classification are discussed in [31, 43, 55, 62].

### 17.2.2.4 Ensemble Techniques

A major challenge of under-sampling is the loss of the training data, which can have a detrimental effect on the quality of the classifier. A natural method to improve the quality of the prediction is to use ensemble techniques, in which the data instances are repeatedly classified with different samples, and then the majority vote is used for predictive purposes. In many of these methods, all instances from the rare class are used, but the majority class is under-sampled [12, 39]. Therefore, the advantages of selective sampling may be retained without a significant amount of information loss from the sampling process. In addition, a special kind of ensemble known as the sequential ensemble has also been proposed in [39]. In the sequential ensemble, the choice of the majority class instances picked in a given iteration depends upon the behavior of the classifier during previous iterations. Specifically, only majority instances that are correctly classified by the classifier in a given iteration are not included in future iterations. The idea is to reduce the redundancy in the learning process, and improve the overall robustness of the ensemble.

### 17.2.3 Boosting Methods

Boosting methods are commonly used in classification in order to improve the classification performance on difficult instances of the data. The well known AdaBoost algorithm [58] works by associating each training example with a weight, which is updated in each iteration, depending upon the results of the classification in the last iteration. Specifically, instances that are misclassified are given higher weights in successive iterations. The idea is to give higher weights to “difficult” instances that may lie on the decision boundaries of the classification process. The overall classification results are computed as a combination of the results from different rounds. In the $i$th round, the weight of the $i$th instance is $D_t(i)$. The algorithm starts off with equal weight of $1/N$ for each of the $N$ instances, and updates them in each iteration. In practice, it is always assumed that the weights are normalized in order to sum to 1, though the approach will be described below in terms of (unscaled) relative weights for notational simplicity. In the event that the $i$th iteration is misclassified, then its (relative) weight is increased to $D_{t+1}(i) = D_t(i) \cdot e^{\alpha_t}$, whereas in the case of a correct classification, the weight is increased to $D_{t+1}(i) = D_t(i) \cdot e^{-\alpha_t}$. Here $\alpha_t$ is chosen as the function $(1/2) \cdot \ln((1 - \epsilon_t)/\epsilon_t)$, where $\epsilon_t$ is the fraction of incorrectly predicted instances on a weighted basis. The final result for the classification of a test instance is a weighted prediction over the different rounds, where $\alpha_t$ is used as the weight for the $t$th iteration.

In the imbalanced and cost-sensitive scenario, the AdaCost method has been proposed [20], which can update the weights based on the cost of the instances. In this method, instead of updating the misclassified weights for instance $i$ by the factor $e^{\alpha_t}$, they are instead updated by $e^{\beta_{i}(c_i) \alpha_t}$, where $c_i$ is the cost of the $i$th instance. Note that $\beta_{i}(c_i)$ is a function of the cost of the $i$th instance and serves as the “adjustment” factor, which accounts for the weights. For the case of correctly classified instances, the weights are updated by the factor $e^{-\beta_{i}(c_i) \alpha_t}$. Note that the adjustment factor is different depending upon whether the instance is correctly classified. This is because for the
case of costly instances, it is desirable to increase weights more than less costly instances in case of misclassification. On the other hand, in cases of correct classification, it is desirable to reduce weights less for more costly instances. In either case, the adjustment is such that costly instances get relatively higher weight in later iterations. Therefore $\beta_-(c_i)$ is a non-decreasing function with cost, whereas $\beta_+(c_i)$ is a non-increasing function with cost. A different way to perform the adjustment would be to use the same exponential factor for weight updates as the original Adaboost algorithm, but this weight is further multiplied with the cost $c_i$ [20], or other non-decreasing function of the cost. Such an approach would also provide higher weights to instances with larger costs. The use of boosting in weight updates has been shown to significantly improve the effectiveness of the imbalanced classification algorithms.

Boosting methods can also be combined with synthetic oversampling techniques. An example of this is the SMOTEBoost algorithm, which combines synthetic oversampling with a boosting approach. A number of interesting comparisons of boosting algorithms are presented in [27, 29]. In particular, an interesting observation in [29] is that the effectiveness of the boosting strategy is dependent upon the quality of the learner that it works with. When the boosting algorithm starts off with a weaker algorithm to begin with, the final (boosted) results are also not as good as those derived by boosting a stronger algorithm.

---

17.3 The Semi-Supervised Scenario: Positive and Unlabeled Data

In many data domains, the positive class may be easily identifiable, though examples of the negative class may be much harder to model simply because of their diversity and inexact modeling definition. Consider, for example, a scenario where it is desirable to classify or collect all documents that belong to a rare class. In many scenarios, such as the case of Web documents, the types of the documents available are too diverse, and it is hard to define a representative negative sample of documents from the Web.

This leads to numerous challenges at the data acquisition stage, where it is unknown what kinds of negative examples one might collect for contrast purposes. The problem is that the universe of instances in the negative class is rather large and diverse, and the collection of a representative sample may be difficult. For very large scale collections such as the Web and social networks [68], this scenario is quite common. A number of methods are possible for negative data collection, none of which are completely satisfactory in terms of being truly representative of what one might encounter in a real application. For example, for Web document classification, one simple option would be to simply crawl a random subset of documents off the Web. Nevertheless, such a sample would contain contaminants that do belong to the positive class, and it may be hard to create a purely negative sample, unless a significant amount of effort is invested in creating a clean sample. The amount of human effort involved in human labeling in rare class scenarios is especially high because the vast majority of examples are negative, and a manual process of filtering out the positive examples would be too slow and tedious. Therefore, a simple solution is to use the sampled background collection as the unlabeled class for training, but this may contain positive contaminants. This could lead to two different levels of challenges:

- The contaminants in the negative class can reduce the effectiveness of a classifier, though it is still better to use the contaminated training examples rather than completely discard them.
- The collected training instances for the unlabeled class may not reflect the true distribution of documents. In such cases, the classification accuracy may actually be harmed by using the negative class [37].
A number of methods have been proposed in the literature for this variant of the classification problem, which can address the aforementioned issues. While some methods in the literature treat this as a new problem, which is distinct from the fully supervised classification problem [40], other methods [18] recognize this problem as a noisy variant of the classification problem, to which traditional classifiers can be applied with some modifications. An interesting and fundamental result proposed in [18] is that the accuracy of a classifier trained on this scenario differs by only a constant factor from the true conditional probabilities of being positive. The underlying assumption is that the labeled examples in the positive class are picked randomly from the positive examples in the combination of the two classes. These results provide strong support for the view that learning from positive and unlabeled examples is essentially equivalent to learning from positive and negative examples.

There are two broad classes of methods that can be used in order to address this problem. In the first class of methods, heuristics are used in order to identify training examples that are negative. Subsequently, a classifier is trained on the positive examples, together with the examples, which have already been identified to be negative. A less common approach is to assign weights to the unlabeled training examples [36, 40]. The second case is a special one of the first, in which each weight is chosen to be binary. It has been shown in the literature [41] that the second approach is superior. An SVM approach is used in order to learn the weights. The work in [71] uses the weight vector in order to provide robust classification estimates.

17.3.1 Difficult Cases and One-Class Learning

While the use of the unlabeled class provides some advantage to classification in most cases, this is not always true. In some scenarios, the unlabeled class in the training data reflects the behavior of the negative class in the test data very poorly. In such cases, it has been shown that the use of the negative class actually degrades the effectiveness of classifiers. In such cases, it has been shown in [37] that the use of one-class learners provides more effective results than the use of a standard classifier. Thus, in such situations, it may be better to simply discard the training class examples, which do not truly reflect the behavior of the test data. Most of the one-class SVM classifiers discussed in the previous section can be used in this scenario.

17.4 The Semi-Supervised Scenario: Novel Class Detection

The previous section discussed cases where it is difficult to obtain a clean sample of normal data, when the background data is too diverse or contaminated. A more common situation in the context of outlier detection is one in which no training data is available about one or more of the anomalous classes. Such situations can arise, when the anomalous class is so rare that it may be difficult to collect concrete examples of its occurrence, even when it is recognized as a concrete possibility. Some examples of such scenarios are as follows:

- In a bio-terrorist attack application, it may be easy to collect normal examples of environmental variables, but no explicit examples of anomalies may be available, if such an attack has never occurred.

- In an intrusion or viral attack scenario, many examples of normal data and previous intrusions or attacks may be available, but new forms of intrusion may arise over time.

This is truly a semi-supervised version of the problem, since training data is available about some portions of the data, but not others. Therefore, such scenarios are best addressed with a combination
of supervised and unsupervised techniques. It is also important to distinguish this problem from one-class classification, in which instances of the positive class are available. In the one-class classification problem, it is desirable to determine other examples, which are as similar as possible to the training data, whereas in the novel class problem, it is desirable to determine examples, that are as different as possible from the training data.

In cases where only examples of the normal class are available, the only difference from the unsupervised scenario is that the training data is guaranteed to be free of outliers. The specification of normal portions of the data makes the determination of further outliers easier, because this data can be used in order to construct a model of what the normal data looks like. Another distinction between unsupervised outlier detection and one-class novelty detection is that novelties are often defined in a temporal context, and eventually become a normal part of the data.

17.4.1 One Class Novelty Detection

Since the novel-class detection problem is closely related to the one-class problem in cases where only the normal class is specified, it is natural to question whether it is possible to adapt some of the one-class detection algorithms to this scenario. The major difference in this case is that it is desirable to determine classes that are as different as possible from the specified training class. This is a more difficult problem, because a data point may be different from the training class in several ways. If the training model is not exhaustive in describing the corresponding class, it is easy for mistakes to occur.

For example, nearest neighbor models are easy to adapt to the one class scenario. In the one-class models discussed in the previous section, it is desirable to determine data points which are as close as possible to the training data. In this case, the opposite is desired, where it is desirable to determine data points which are as different as possible from the specified training data. This is of course no different from the unsupervised methods for creating proximity-based outlier detection methods. In fact, any of the unsupervised models for outlier detection can be used in this case. The major difference is that the training data is guaranteed to contain only the normal class, and therefore the outlier analysis methods are likely to be more robust. Strictly speaking, when only examples of the normal class are available, the problem is hard to distinguish from the unsupervised version of the problem, at least from a methodological point of view. From a formulation point of view, the training and test records are not distinguished from one another in the unsupervised case (any record can be normal or an anomaly), whereas the training (only normal) and test records (either normal or anomaly) are distinguished from one another in the semi-supervised case.

One class SVM methods have also been adapted to novelty detection [60]. The main difference from positive example training-based one-class detection is that the class of interest lies on the opposite side of the separator as the training data. Some of the one-class methods such as SVMs are unlikely to work quite as well in this case. This is because a one-class SVM may really only be able to model the class present in the training data (the normal class) well, and may not easily be able to design the best separator for the class that is most different from the normal class. Typically, one-class SVMs use a kernel-based transformation along with reference points such as the origin in order to determine a synthetic reference point for the other class, so that a separator can be defined. If the transformation and the reference point is not chosen properly, the one-class SVM is unlikely to provide robust results in terms of identifying the outlier. One issue with the one-class SVM is that the anomalous points (of interest) and the training data now need to lie on opposite sides of the separator. This is a more difficult case than one in which the anomalous points (of interest) and the training data need to lie on the same side of the separator (as was discussed in a previous section on positive-only SVMs). The key difference here is that the examples of interest are not available on the interesting side of the separator, which is poorly modeled.

It has been pointed out that the use of the origin as a prior for the anomalous class [7] can lead to incorrect results, since the precise nature of the anomaly is unknown a-priori. Therefore, the work
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in [7] attempts to determine a linear or non-linear decision surface, which wraps around the surfaces of the normal class. Points that lie outside this decision surface are anomalies. It is important to note that this model essentially uses an indirect approach such as SVM to model the dense regions in the data. Virtually all unsupervised outlier detection methods attempt to model the normal behavior of the data, and can be used for novel class detection, especially when the only class in the training data is the normal class. Therefore the distinction between normal-class only variations of the novel class detection problem and the unsupervised version of the problem are limited and artificial, especially when other labeled anomalous classes do not form a part of the training data. Numerous analogues of unsupervised methods have also been developed for novelty detection, such as extreme value methods [56], direct density ratio estimation [23], and kernel-based PCA methods [24]. This is not surprising, given that the two problems are different only at a rather superficial level. In spite of this, the semi-supervised version of the (normal-class only) problem seems to have a distinct literature of its own. This is somewhat unnecessary, since any of the unsupervised algorithms can be applied to this case. The main difference is that the training and test data are distinguished from one another, and the outlier score is computed for a test instance with respect to the training data. Novelty detection can be better distinguished from the unsupervised case in temporal scenarios, where novelties are defined continuously based on the past behavior of the data. This is discussed in Chapter 9 on streaming classification in this book.

17.4.2 Combining Novel Class Detection with Rare Class Detection

A more challenging scenario arises, when labeled rare classes are present in the training data, but novel classes may also need to be detected. Such scenarios can arise quite often in many applications such as intrusion detection, where partial knowledge is available about some of the anomalies, but others may need to be modeled in an unsupervised way. Furthermore, it is important to distinguish different kinds of anomalies from one another, whether they are found in a supervised or unsupervised way. The labeled rare classes already provide important information about some of the outliers in the data. This can be used to determine different kinds of outliers in the underlying data, and distinguish them from one another. This is important in applications, where it is not only desirable to determine outliers, but also to obtain an understanding of the kind of outlier that is discovered. The main challenge in these methods is to seamlessly combine unsupervised outlier detection methods with fully supervised rare class detection methods. For a given test data point two decisions need to be made, in the following order:

1. Is the test point a natural fit for a model of the training data? This model also includes the currently occurring rare classes. A variety of unsupervised models such as clustering can be used for this purpose. If not, it is immediately flagged as an outlier, or a novelty.

2. If the test point is a fit for the training data, then a classifier model is used to determine whether it belongs to one of the rare classes. Any cost-sensitive model (or an ensemble of them) can be used for this purpose.

Thus, this model requires a combination of unsupervised and supervised methods in order to determine the outliers in the data. This situation arises more commonly in online and streaming scenarios, which will be discussed in the next section.

17.4.3 Online Novelty Detection

The most common scenario for novel class detection occurs in the context of online scenarios in concept drifting data streams. In fact, novel class detection usually has an implicit assumption of temporal data, since classes can be defined as novel only in terms of what has already been seen in the past. In many of the batch-algorithms discussed above, this temporal aspect is not fully explored,
since a single snapshot of training data is assumed. Many applications such as intrusion detection are naturally focused on a streaming scenario. In such cases, novel classes may appear at any point in the data stream, and it may be desirable to distinguish different kinds of novel classes from one another [5, 46–48]. Furthermore, when new classes are discovered, these kinds of anomalies may recur over time, albeit quite rarely. In such cases, the effectiveness of the model can be improved by keeping a memory of the rarely recurring classes. This case is particularly challenging because aside from the temporal aspects of modeling, it is desirable to perform the training and testing in an online manner, in which only one pass is allowed over the incoming data stream. This scenario is a true amalgamation of supervised and unsupervised methods for anomaly detection, and is discussed in detail in Chapter 9 on streaming classification.

In the streaming scenario containing only unlabeled data, unsupervised clustering methods [3, 4] can be used in order to identify significant novelties in the stream. In these methods, novelties occur as emerging clusters in the data, which eventually become a part of the normal clustering structure of the data. Both the methods in [3, 4] have statistical tests to identify, when a newly incoming instance in the stream should be considered a novelty. Thus, the output of these methods provides an understanding of the natural complementary relationship between the clusters (normal unsupervised models) and novelties (temporal abnormalities) in the underlying data.

### 17.5 Human Supervision

The issue of human supervision arises in the problem of combining rare class detection with unsupervised outlier detection. This is a case where the label acquisition process is performed by the human in conjunction with rare class detection. Therefore, this problem lies on the interface of unsupervised outlier analysis and rare class detection. In this case, a human expert may intervene in the outlier detection process in order to further improve the effectiveness of the underlying algorithms. One of the major challenges in outlier detection is that the anomalies found by an algorithm that is either purely unsupervised or only partially supervised may not be very useful. The incorporation of human supervision can augment the limited knowledge of outlier analysis algorithms. An unsupervised or supervised outlier detection algorithm may present pre-filtered results to a user, and the user can provide their feedback on this small number of pre-filtered examples. This process would not be possible to perform manually on the original data set, which may be large, and in which the vast majority of examples are normal [52]. This is related to the concept of active learning, which is discussed in detail in a later chapter of this book. Active learning is particularly helpful in the context of rare class learning analysis, because of the high cost of finding rare examples.

An interesting procedure for active learning from unlabeled data is proposed in [52]. An iterative procedure is used in order to label some of the examples in each iteration. In each iteration, a number of interesting instances are identified, for which the addition of labels would be helpful for further classification. These are considered the “important” instances. The human expert provides labels for these examples. These are then used in order to classify the data set with the augmented labels. The first iteration is special, in which a purely unsupervised approach is used for learning. These procedures are performed iteratively until the addition of further examples is no longer deemed helpful for further classification. The overall procedure is illustrated in Figure 17.2. It should be noted that this approach can also be used in scenarios in which a small number of positive examples are available to begin with.

A key question arises as to which examples should be presented to the user for the purposes of labeling. It is clear that examples that are very obviously positive or negative (based on current models) are not particularly useful to present to the user. Rather, it is the examples with the greatest
**FIGURE 17.2**: The overall procedure for active learning.

*uncertainty or ambiguity*, that should be presented to the user in order to gain the greatest knowledge about the decision boundaries between the different classes. It is expected that the selected examples should lie on the decision boundaries, in order to maximize the learning of the contours separating different classes, with the use of least amount of expert supervision, which can be expensive in many scenarios.

A common approach to achieving this goal in active learning is the principle of *query by committee* [57]. In these methods, an ensemble of classifiers is learned, and the greatest *disagreement* among them is used to select data points that lie on the decision boundary. A variety of such criteria based on ensemble learning are discussed in [49]. It is also possible to use the model characteristics directly in order to select such points. For example, two primary criteria that can be used for selection are as follows [52]:

- **Low Likelihood**: These are data points that have low fit to the model describing the data. For example, if an EM algorithm is used for modeling, then these are points that have low fit to the underlying model.

- **High Uncertainty**: These are points that have the greatest uncertainty in terms of the component of the model to which they belong. In other words, in an EM model, such a data point would show relatively similar soft probabilities for different components of the mixture.

All data points are ranked on the basis of the two aforementioned criteria. The lists are merged by alternating between them, and adding the next point in the list, which has not already been added to the merged list. Details of other relevant methods such as *interleaving* are discussed in [52].
17.6 Other Work

Supervision can be incorporated in a variety of ways, starting from partial supervision to complete supervision. In the case of complete supervision, the main challenges arise in the context of class imbalance and cost-sensitive learning [10, 11, 19]. The issue of evaluation is critical in cost-sensitive learning because of the inability to model the effectiveness with measures such as the absolute accuracy. Methods for interpreting ROC curves and classification accuracy in the presence of costs and class imbalance are discussed in [17, 21, 30, 53, 54]. The impact of class imbalance is relevant even for feature selection [50, 73], because it is more desirable to select features that are more indicative of the rare class.

A variety of general methods have been proposed for cost-sensitive learning, such as Meta-Cost [14], weighting [69], and sampling [10, 12, 16, 34, 69]. Weighting methods are generally quite effective, but may sometimes be unnecessarily inefficient, when most of the training data corresponds to the background distribution. In this context, sampling methods can significantly improve the efficiency. Numerous cost-sensitive variations of different classifiers have been proposed along the lines of weighting, and include the Bayes classifier [69], nearest neighbor classifier [72], decision trees [64, 65], rule-based classifiers [26, 28], and SVM classifiers [63, 66].

Ensemble methods for improving the robustness of sampling are proposed in [12, 39]. Since the under-sampling process reduces the number of negative examples, it is natural to use an ensemble of classifiers that combine the results of classifiers trained on different samples. This provides more robust results, and ameliorates the instability that arises from under-sampling. The major problem in over-sampling of the minority class is the over-fitting obtained by re-sampling duplicate instances. Therefore, a method known as SMOTE creates synthetic data instances in the neighborhood of the rare instances [8].

The earliest work on boosting rare classes was proposed in [33]. This technique is designed for imbalanced data sets, and the intuition is to boost the positive training instances (rare classes) faster than the negatives. Thus, it increases the weight of false negatives more than that of the false positives. However, it is not cost-sensitive, and it also decreases the weight of true positives more than that of true negatives, which is not desirable. The AdaCost algorithm proposed in this chapter was proposed in [20]. Boosting techniques can also be combined with sampling methods, as in the case of the SMOTEBoost algorithm [9]. An evaluation of boosting algorithms for rare class detection is provided in [27]. Two new algorithms for boosting are also proposed in the same paper. The effect of the base learner on the final results of the boosting algorithm are investigated in [29]. It has been shown that the final result from the boosted algorithm is highly dependent on the quality of the base learner.

A particular case that is commonly encountered is one in which the instances of the positive class are specified, whereas the other class is unlabeled [18, 36, 37, 40, 41, 68, 71]. Since the unlabeled class is predominantly a negative class with contaminants, it is essentially equivalent to a fully supervised problem, with some loss in accuracy, which can be quantified [18]. In some cases, when the collection mechanisms for the negative class are not reflective of what would be encountered in test instances, the use of such instances may harm the performance of the classifier. In such cases, it may be desirable to discard the negative class entirely and treat the problem as a one-class problem [37]. However, as long as the training and test distributions are not too different, it is generally desirable to also use the instances from the negative class.

The one-class version of the problem is an extreme variation in which only positive instances of the class are used for training purpose. SVM methods are particularly popular for one-class classification [31, 43, 55, 59, 62]. Methods for one-class SVM methods for scene classification are proposed in [67]. It has been shown that the SVM method is particularly sensitive to the data set used [55].
An important class of semi-supervised algorithms is known as novelty detection, in which no training data is available about some of the anomalous classes. This is common in many scenarios such as intrusion detection, in which the patterns in the data may change over time, and may therefore lead to novel anomalies (or intrusions). These problems are a combination of the supervised and unsupervised case, and numerous methods have been designed for the streaming scenario [5, 47, 48]. The special case, where only the normal class is available, is not very different from the unsupervised scenario, other than the fact that it may have an underlying temporal component. Numerous methods have been designed for this case, such as single-class SVMs [7, 60], minimax probability machines [32], kernel-based PCA methods [56], direct density ratio estimation [23], and extreme value analysis [24]. Single class novelty detection has also been studied extensively in the context of the first story detection in text streams [76]. The methods for the text streaming scenario are mostly highly unsupervised, and use standard clustering or nearest-neighbor models. In fact, a variety of stream clustering methods [3, 4] discover newly forming clusters (or emerging novelties) as part of their output of the overall clustering process. A detailed survey of novelty detection methods may be found in [44, 45].

Human supervision is a natural goal in anomaly detection, since most of the anomalous instances are not interesting, and it is only by incorporating user feedback that the interesting examples can be separated from noisy anomalies. Methods for augmenting user-specified examples with automated methods are discussed in [74, 75]. These methods also add artificially generated examples to the training data, in order to increase the number of positive examples for the learning process. Other methods are designed for selectively presenting examples to a user, so that only the relevant ones are labeled [52]. A nearest-neighbor method for active learning is proposed in [22]. The effectiveness of active learning methods for selecting good examples to present to the user is critical in ensuring minimal human effort. Such points should lie on the decision boundaries separating two classes [13]. Methods that use query by committee to select such points with ensembles are discussed in [49, 57]. A selective sampling method that uses active learning in the context of outlier detection is proposed in [1]. A method has also been proposed in [38] as to how unsupervised outlier detection algorithms can be leveraged in conjunction with limited human effort in order to create a labeled training data set.

17.7 Conclusions and Summary

This chapter discusses the problem of rare class learning. In many real scenarios, training data is available, which can be used in order to greatly enhance the effectiveness of the outlier detection process. Many of the standard classification algorithms in the literature can be adapted to this problem, especially when full supervision is available. The major challenge of using the standard classification algorithms is that they may not work very well in scenarios where the distribution of classes is imbalanced. In order to address this issue, sampling and re-weighting can be used quite effectively.

The partially supervised variations of the problem are diverse. Some of these methods do not provide any labels on the normal class. This corresponds to the fact that the normal class may be contaminated with an unknown number of outlier examples. Furthermore, in some cases, the distribution of the normal class may be very different in the training and test data. One-class methods can sometimes be effective in addressing such issues.

Another form of partial supervision is the identification of novel classes in the training data. Novel classes correspond to scenarios in which the labels for some of the classes are completely missing from the training data. In such cases, a combination of unsupervised and supervised meth-
ods need to be used for the detection process. In cases where examples of a single normal class are available, the scenario becomes almost equivalent to the unsupervised version of the problem.

Supervised methods are closely related to active learning in which human experts may intervene in order to add more knowledge to the outlier detection process. Such combinations of automated filtering with human interaction can provide insightful results. The use of human intervention sometimes provides the more insightful results, because the human is involved in the entire process of label acquisition and final anomaly detection.
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18.1 Introduction

Distance metric learning is a fundamental problem in data mining and knowledge discovery, and it is of key importance for many real world applications. For example, information retrieval utilizes the learned distance metric to measure the relevance between the candidate data and the query; clinical decision support uses the learned distance metric to measure pairwise patient similarity [19, 23, 24]; pattern recognition can use the learned distance metric to match most similar patterns. In a broader sense, distance metric learning lies in the heart of many data classification problems. As long as a proper distance metric is learned, we can always adopt k-Nearest Neighbor (kNN) classifier [4] to classify the data. In recent years, many studies have demonstrated [12, 27, 29], either theoretically or empirically, that learning a good distance metric can greatly improve the performance of data classification tasks.
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TABLE 18.1: The Meanings of Various Symbols That Will Be Used Throughout This Chapter

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>(n)</td>
<td>number of data</td>
</tr>
<tr>
<td>(d)</td>
<td>data dimensionality</td>
</tr>
<tr>
<td>(x_i)</td>
<td>the (i)-th data vector</td>
</tr>
<tr>
<td>(X)</td>
<td>data matrix</td>
</tr>
<tr>
<td>(M)</td>
<td>precision matrix of the generalized Mahalanobis distance</td>
</tr>
<tr>
<td>(w_i)</td>
<td>the (i)-th projection vector</td>
</tr>
<tr>
<td>(W)</td>
<td>projection matrix</td>
</tr>
<tr>
<td>(N_i)</td>
<td>the neighborhood of (x_i)</td>
</tr>
<tr>
<td>(\phi(\cdot))</td>
<td>nonlinear mapping used in kernel methods</td>
</tr>
<tr>
<td>(K)</td>
<td>kernel matrix</td>
</tr>
<tr>
<td>(L)</td>
<td>Laplacian matrix</td>
</tr>
</tbody>
</table>

In this survey, we will give an overview of the existing supervised distance metric learning approaches and point out their strengths and limitations, as well as present challenges and future research directions. We focus on supervised algorithms because they are under the same setting as data classification. We will categorize those algorithms from the aspect of linear/nonlinear, local/global, transductive/inductive, and also the computational technology involved.

In the rest of this chapter, we will first introduce the definition of distance metric in Section 18.2. Then we will overview existing supervised metric learning algorithms in Section 18.3, followed by discussions and conclusions in Section 18.5. Table 18.1 summarizes the notations and symbols that will be used throughout the paper.

18.2 The Definition of Distance Metric Learning

Before describing different types of distance metric learning algorithms, we first define necessary notations and concepts on distance metric learning.

Throughout the paper, we use \(X\) to represent a set of data points. If \(x, y, z \in X\) are data vectors with the same dimensionality, we call \(D : X \times X \to \mathbb{R}\) a Distance Metric if it satisfies the following four properties:\(^1\)

- Nonnegativity: \(D(x, y) \geq 0\)
- Coincidence: \(D(x, y) = 0\) if and only if \(x = y\)
- Symmetry: \(D(x, y) = D(y, x)\)
- Subadditivity: \(D(x, y) + D(y, z) \geq D(x, z)\)

If we relax the coincidence condition to \(if x = y \Rightarrow D(x, y) = 0\), then \(D\) is called a Pseudo Metric. There are many well-known distance metrics, such as the Euclidean and Mahalanobis distance below:

\(^1\)http://en.wikipedia.org/wiki/Metric_(mathematics)
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- **Euclidean distance**, which measures the distance between \(x\) and \(y\) by
  \[
  D(x, y) = \sqrt{(x - y)^\top(x - y)}.
  \]  
  \[(18.1)\]

- **Mahalanobis distance**, which measures the distance between \(x\) and \(y\) by
  \[
  D(x, y) = \sqrt{(x - y)^\top S(x - y)}
  \]  
  \[(18.2)\]
  where \(S\) is the inverse of the data covariance matrix (also referred to as the precision matrix).  

Most of the recent distance metric learning algorithms can be viewed as learning a *generalized Mahalanobis distance* defined as below:

**Generalized Mahalanobis Distance (GMD).** A GMD measures the distance between data vectors \(x\) and \(y\) by

\[
D(x, y) = \sqrt{(x - y)^\top M(x - y)}
\]  
\[(18.3)\]

where \(M\) is some arbitrary Symmetric Positive Semi-Definite (SPSD) matrix.

The major goal of learning a GMD is to learn a proper \(M\). As \(M\) is SPSD, we can decompose \(M\) as \(M = \mathbf{U} \Lambda \mathbf{U}^\top\) with eigenvalue decomposition, where \(\mathbf{U}\) is a matrix collecting all eigenvectors of \(M\), and \(\Lambda\) is a diagonal matrix with all eigenvalues of \(M\) on its diagonal line. Let \(W = \mathbf{U} \Lambda^{1/2}\), then we have

\[
D(x, y) = \sqrt{(x - y)^\top WW^\top(x - y)} = \sqrt{(W^\top(x - y))^\top(W^\top(x - y))}
\]  
\[(18.4)\]

where \(\tilde{x} = W^\top x\). Therefore GMD is equivalent to the Euclidean distance in some projected space. Based on this observation, we define distance metric learning as follows:

**Distance Metric Learning.** The problem of learning a distance function \(D\) for a pair of data points \(x\) and \(y\) is to learn a mapping function \(f\), such that \(f(x)\) and \(f(y)\) will be in the Euclidean space and \(D(x, y) = \|f(x) - f(y)\|\), where \(\|\cdot\|\) is the \(\ell_2\) norm.

With this definition, we can also categorize whether a distance metric learning algorithm is **linear** or **nonlinear** based on whether the projection is linear or nonlinear.

### 18.3 Supervised Distance Metric Learning Algorithms

In this section we will review the existing supervised distance metric learning algorithms, which learn distance metrics on both data points and their supervision information, which is usually in the form of (1) **Data labels**, which indicate the class information each training data point belongs to. The assumption is that distance between data points with the same label should be closer to distance between data points from different labels. (2) **Pairwise constraints** indicate whether a pair of data points should belong to the same class (must-links) or not (cannot-links). Before going into the details of those algorithms, we first categorize those supervised methodologies into different types according to their characteristics, which is shown in Table 18.2.

---

### TABLE 18.2: Supervised Distance Metric Learning Algorithms

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Linear</th>
<th>Nonlinear</th>
<th>Local</th>
<th>Global</th>
<th>ED</th>
<th>QP</th>
<th>GD</th>
<th>Other Optimization</th>
</tr>
</thead>
<tbody>
<tr>
<td>NCA [7]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ANMM [25]</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KANMM [25]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LMNN [26]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KLMMNN [26]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LDA [6]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KLDA [14]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSI [28]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ITML [3]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MMDA [11]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KMMDA [11]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>RCA [18]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>KRCA [20]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** ED stands for Eigenvalue Decomposition, QP stands for Quadratic Programming, GD stands for Gradient Descent, and all other abbreviations can be found in the main text.

### 18.3.1 Linear Discriminant Analysis (LDA)

Linear Discriminant Analysis (LDA) [6] is one of the most popular supervised linear embedding methods. It seeks for the projection directions under which the data from different classes are well separated. More concretely, supposing that the data set belongs to $C$ different classes, LDA defines the compactness matrix and scatterness matrix as

$$\Sigma_C = \frac{1}{C} \sum_c \frac{1}{n_c} \sum_{x_i \in c} (x_i - \bar{x}_c) (x_i - \bar{x}_c)^\top$$  \hspace{1cm} (18.5)

$$\Sigma_S = \frac{1}{C} \sum_c (\bar{x}_c - \bar{x})(\bar{x}_c - \bar{x})^\top.$$  \hspace{1cm} (18.6)

The goal of LDA is to find a $W$ that maximizes

$$\min_{W} \frac{tr (W^\top \Sigma_C W)}{tr (W^\top \Sigma_S W)}.$$  \hspace{1cm} (18.7)

By expanding the numerator and denominator of the above expression, we can observe that the numerator corresponds to the sum of distances between each data point to its class center after projection, and the denominator represents the sum of distances between every class center to the entire data center after projection. Therefore, minimizing the objective will maximize the between-class scatterness while minimizing the within-class scatterness after projection. Solving problem (18.7) directly is hard, some researchers [8, 10] have done research on this topic. LDA is a linear and global method. The learned distance between $x_i$ and $x_j$ is the Euclidean distance between $W^\top x_i$ and $W^\top x_j$.

**Kernelization of LDA:** Similar to the case of PCA, we can extend LDA to the nonlinear case via the kernel trick, which is called *Kernel Discriminant Analysis (KDA)* [14]. After mapping the data into the feature space using $\phi$, we can compute the compactness and scatterness matrices as

$$\Sigma_C^\phi = \frac{1}{C} \sum_c \frac{1}{n_c} \sum_{x_i \in c} (\phi(x_i) - \bar{\phi}_c)(\phi(x_i) - \bar{\phi}_c)^\top$$  \hspace{1cm} (18.8)

$$\Sigma_S^\phi = \frac{1}{C} \sum_c (\bar{\phi}_c - \bar{\phi})(\bar{\phi}_c - \bar{\phi})^\top.$$  \hspace{1cm} (18.9)
Suppose the projection matrix we want to get is $W^\phi$ in the feature space, then with the representer theorem

$$W^\phi = \Phi \alpha$$

(18.10)

where $\Phi = [\phi(x_1), \phi(x_2), \cdots, \phi(x_n)]$ and $\alpha$ is the coefficient vector over all $\phi(x_i)$ for $1 \leq i \leq n$. We define $K = \Phi^\top \Phi$ as the kernel matrix.

Then

$$\begin{align*}
(W^\phi)^\top \Sigma_c^\phi W^\phi &= \alpha^\top \left[ \frac{1}{C} \sum_{c=1}^C \sum_{x_i \in c} \Phi^\top (\phi(x_i) - \bar{\phi}_c) (\phi(x_i) - \bar{\phi}_c)^\top \Phi \right] \alpha \\
&= \alpha^\top \left[ \frac{1}{C} \sum_{c=1}^C \sum_{x_i \in c} (K_{ij} - \bar{K}_c) (K_{ij} - \bar{K}_c)^\top \right] \alpha \\
&= \alpha^\top M_c \alpha
\end{align*}$$

(18.11)

where $K_{ij} = \bar{K}_c = \frac{1}{n_c} \sum_{x_i \in c} K_{ij}$.

$$\begin{align*}
(W^\phi)^\top \Sigma_\Sigma^\phi W^\phi &= \alpha^\top \left[ \frac{1}{C} \sum_{c=1}^C (\bar{K}_c - \bar{K}_+)(\bar{K}_c - \bar{K}_+)^\top \right] \alpha \\
&= \alpha^\top M_{\Sigma} \alpha
\end{align*}$$

(18.12)

where $K_+ = \frac{1}{n} \sum_{i=1}^n K_{ij}$. Therefore we can get $\alpha$ by solving

$$\min_{\alpha} \frac{tr (\alpha^\top M_c \alpha)}{\alpha = 1} \frac{tr (\alpha^\top M_{\Sigma} \alpha)}{\alpha = 1}$$

(18.13)

### 18.3.2 Margin Maximizing Discriminant Analysis (MMDA)

MMDA can be viewed as an extension of the Support Vector Machine (SVM) algorithm [21]. Supposing data points $X = [x_1, x_2, \cdots, x_n]$ come from two classes, the label of $x_i$ is $l_i \in \{-1, +1\}$. As a recap, the goal of SVM is to find the maximum-margin hyperplane that divides the points with $l_i = 1$ from those with $l_i = -1$ (thus it is a supervised method). Any hyperplane can be written as a point $x$ satisfying

$$w^\top x - b = 0$$

(18.14)

where $b/\|w\|$ corresponds to the distance of the hyperplane from the origin. SVM aims to choose the $w$ and $b$ to maximize the distance between the parallel hyperplanes that are as far apart as possible while still separating the data, which is usually referred to as the margin of the two classes. These hyperplanes can be described by the equations

$$w^\top x - b = 1 \quad \text{or} \quad w^\top x - b = -1.$$  

(18.15)

The distance between the two parallel hyperplanes is $2/\|w\|$. Then if the data from two classes are clearly separated, the goal of SVM is to solve the following optimization problem to find the hyperplane that maximizes the margin between two classes

$$\min_{w, b} \frac{1}{2} \|w\|^2$$

$$\text{s.t.} \quad l_i (w^\top x_i - b) \geq 1 \quad (\forall i = 1, 2, \cdots, n).$$

(18.16)
However in reality the two classes may not be perfectly separable, i.e., there might be some overlapping between them. Then we need soft margin SVM, which aims at solving

\[
\min_{\mathbf{w}, b, \xi} \frac{1}{2} \| \mathbf{w} \|^2 + C \sum_{i=1}^{n} \xi_i
\]

subject to

\[
l_i (\mathbf{w}^T \mathbf{x}_i - b) \geq 1 - \xi_i \quad (\forall i = 1, 2, \cdots, n)
\]

where \( \{ \xi_i \} \geq 0 \) are slack variables used to penalize the margin on the overlapping region.

MMDA aims to solve more than one projection directions, which aims to solve the following optimization problem

\[
\min_{\mathbf{W}, b, \xi_r \geq 0} \frac{1}{2} \sum_{r=1}^{d} \| \mathbf{w}_r \|^2 + C \sum_{r=1}^{d} \sum_{i=1}^{n} \xi_{ri}
\]

subject to

\[
l_i \left( (\mathbf{w}_r)^T \mathbf{x}_i + b \right) \geq 1 - \xi_{ri},
\]

\[
\mathbf{W}^T \mathbf{W} = \mathbf{I}.
\]

Therefore MMDA is a global and linear approach. One can also apply the kernel trick to make it nonlinear; the details can be found in [11]. The learned distance between \( \mathbf{x}_i \) and \( \mathbf{x}_j \) is just the Euclidean distance between \( \mathbf{W}^T \mathbf{x}_i \) and \( \mathbf{W}^T \mathbf{x}_j \).

\subsection*{18.3.3 Learning with Side Information (LSI)}

Both LDA and MMDA use data labels as the supervision information. As we introduced at the beginning of Section 18.3, another type of supervision information we considered is pairwise constraints. The data label information is more strict in the sense that we can convert data labels into pairwise constraints, but not vice versa.

One of the earliest researches that makes use of pairwise constraints for learning a proper distance metric is the Learning with Side-Information (LSI) approach [28]. We denote the set of must-link constraints as \( \mathcal{M} \) and the set of cannot-link constraints as \( \mathcal{C} \); then the goal of LSI is to solve the following optimization problem

\[
\max_{\mathbf{M}} \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{C}} (\mathbf{x}_i - \mathbf{x}_j)^T \mathbf{M} (\mathbf{x}_i - \mathbf{x}_j)
\]

subject to

\[
\sum_{(\mathbf{x}_i, \mathbf{x}_v) \in \mathcal{M}} (\mathbf{x}_i - \mathbf{x}_v)^T \mathbf{M} (\mathbf{x}_i - \mathbf{x}_v) \leq 1
\]

\[
\mathbf{M} \succeq 0.
\]

This is a quadratic optimization problem and [28] proposed an iterative projected gradient ascent method to solve it. As \( \mathbf{M} \) is positive semi-definite, we can always factorize it as \( \mathbf{M} = \mathbf{W} \mathbf{W}^T \). Thus LSI is a global and linear approach. The learned distance formulation is exactly the general Mahalanobis distance with precision matrix \( \mathbf{M} \).

\subsection*{18.3.4 Relevant Component Analysis (RCA)}

Relevant Component Analysis (RCA) [18] is another representative distance metric learning algorithm utilizing pairwise data constraints. The goal of RCA is to find a transformation that amplifies relevant variability and suppresses irrelevant variability. We consider that data variability is correlated with a specific task if the removal of this variability from the data deteriorates (on average) the results of clustering or retrieval. Variability is irrelevant if it is maintained in the data but
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not correlated with the specific task [18]. We also define small clusters called \textit{chunklets}, which are connected components derived by all the must-links. The specific steps involved in RCA include:

- Construct \textit{chunklets} according to equivalence (must-link) constraints, such that the data in each chunklet are connected by must-link constraints pairwise.
- Assume a total of \( p \) points in \( k \) chunklets, where chunklet \( j \) consists of points \( \{x_{ji}\}_{i=1}^{n_j} \) and its mean is \( \bar{m}_j \). RCA computes the following weighted within-chunklet covariance matrix:

\[
C = \frac{1}{p} \sum_{j=1}^{k} \sum_{i=1}^{n_j} (x_{ji} - \bar{m}_j)(x_{ji} - \bar{m}_j)^\top.
\]  

(18.20)

- Compute the whitening transformation \( W = C^{1/2} \), and apply it to the original data points: \( \tilde{x} = Wx \). Alternatively, use the inverse of \( C \) as the precision matrix of a generalized Mahalanobis distance.

Therefore, RCA is a global, linear approach.

### 18.3.5 Information Theoretic Metric Learning (ITML)

Information theoretic objective is one mechanism to develop a supervised distance metric. Information Theoretic Metric Learning (ITML) [3] is one such representative algorithm. Suppose we have an initial generalized Mahalanobis distance parameterized by precision matrix \( M_0 \), a set \( M \) of must-link constraints, and a set \( C \) of cannot-link constraints. ITML solves the following optimization problem

\[
\min_{M \succeq 0} \quad d_{\logdet}(M, M_0)
\]

\[
s.t. \quad (x_i - x_j)^\top M (x_i - x_j) \geq l, \quad (x_i, x_j) \in C
\]

\[
(x_u - x_v)^\top M (x_u - x_v) \leq u, \quad (x_u, x_v) \in M
\]

where

\[
d_{\logdet}(M, M_0) = tr(MM_0^{-1}) - \log det(MM_0^{-1}) - n
\]  

(18.22)

where \( d_{\logdet} \) is the LogDet divergence, which is also known as Stein’s loss. It can be shown that Stein’s loss is the unique scale invariant loss-function for which the uniform minimum variance unbiased estimator is also a minimum risk equivariant estimator [3]. The authors in [3] also proposed an efficient \textit{Bregman projection} approach to solve problem (18.21). ITML is a global and linear approach. The learned distance metric is the Mahalanobis distance with precision matrix \( M \).

### 18.3.6 Neighborhood Component Analysis (NCA)

All the supervised approaches we introduced above are global methods. Next we will also introduce several representative local supervised metric learning algorithms. First we will overview Neighborhood Component Analysis (NCA) [7]. Similar as in SNE, described in unsupervised metric learning, each point \( x_i \) selects another point \( x_j \) as its neighbor with some probability \( p_{ij} \), and inherits its class label from the point it selects. NCA defines the probability that point \( i \) selects point \( j \) as a neighbor:

\[
p_{ij} = \frac{\exp(-\|W^\top x_i - W^\top x_j\|^2)}{\sum_{k \neq j} \exp(-\|W^\top x_i - W^\top x_k\|^2)}.
\]  

(18.23)

Under this stochastic selection rule, NCA computes the probability that point \( i \) will be correctly classified

\[
p_i = \sum_{j \in L_i} p_{ij}
\]  

(18.24)
approach. The learned distance between \(x_i\) and \(x_j\) is the Euclidean distance between \(W^\top x_i\) and \(W^\top x_j\).

### 18.3.7 Average Neighborhood Margin Maximization (ANMM)

*Average Neighborhood Margin Maximization (ANMM)* \cite{25} is another local supervised metric learning approach, which aims to find projection directions where the local class discriminability is maximized. To define local discriminability, \cite{25} first defines the following two types of neighborhoods:

**Definition 1 (Homogeneous Neighborhoods).** For a data point \(x_i\), its \(\xi\) nearest homogeneous neighborhood \(N^o_i\) is the set of \(\xi\) most similar\(^4\) data, which are in the same class with \(x_i\).

**Definition 2 (Heterogeneous Neighborhoods).** For a data point \(x_i\), its \(\zeta\) nearest heterogeneous neighborhood \(N^e_i\) is the set of \(\zeta\) most similar data, which are not in the same class with \(x_i\).

Then the average neighborhood margin \(\gamma_i\) for \(x_i\) is defined as

\[
\gamma_i = \sum_{k : x_k \in N^o_i} \frac{\|y_i - y_k\|^2}{|N^o_i|} - \sum_{j : x_j \in N^e_i} \frac{\|y_i - y_j\|^2}{|N^e_i|},
\]

where \(|\cdot|\) represents the cardinality of a set. This margin measures the difference between the average distance from \(x_i\) to the data points in its heterogeneous neighborhood and the average distance from it to the data points in its homogeneous neighborhood. The maximization of such a margin can push the data points whose labels are different from \(x_i\) away from \(x_i\) while pulling the data points having the same class label with \(x_i\) towards \(x_i\).

Therefore, the total average neighborhood margin can be defined as

\[
\gamma = \sum_i \gamma_i = \sum_i \left( \sum_{k : x_k \in N^o_i} \frac{\|y_i - y_k\|^2}{|N^o_i|} - \sum_{j : x_j \in N^e_i} \frac{\|y_i - y_j\|^2}{|N^e_i|} \right)
\]

and the ANMM criterion is to maximize \(\gamma\). By replacing \(y_j = W^\top x_j\), \cite{25} obtains the optimal \(W\) by performing eigenvalue decomposition of some discriminability matrix. Thus ANMM is a local and linear approach. The learned distance between \(x_i\) and \(x_j\) is the Euclidean distance between \(W^\top x_i\) and \(W^\top x_j\). The authors in \cite{25} also proposed a kernelized version of ANMM to handle nonlinear data called KANMM, thus KANMM is a local and nonlinear approach.

### 18.3.8 Large Margin Nearest Neighbor Classifier (LMNN)

The last local supervised metric learning approach we want to introduce is the *Large Margin Nearest Neighbor Classifier (LMNN)* \cite{26}. The goal of LMNN is similar to that of ANMM, i.e., to pull the data with the same labels closer while pushing data with different labels far apart. LMNN

\(^4\)In this paper two data vectors are considered to be similar if the Euclidean distance between them is small; two data tensors are considered to be similar if the Frobenius norm of their difference tensor is small.
deployed a different margin formulation. Specifically, LMNN defines the pull energy term as

\[ \varepsilon_{\text{pull}} = \sum_{x_j \in \mathcal{N}_o} \| W^\top (x_i - x_j) \|^2 \]  

(18.27)

which is the sum of pairwise distances between a data point \( x_i \) and the data point in \( x_i \)'s homogeneous neighborhood after projection. LMNN defines the push energy as

\[ \varepsilon_{\text{push}} = \sum_t \sum_{x_j \in \mathcal{N}_o} \sum_l (1 - \delta_{il}) \left[ 1 + \| W^\top (x_i - x_j) \|^2 - \| W^\top (x_i - x_l) \|^2 \right] + \] 

(18.28)

where \( \delta_{il} = 1 \) is the labels of \( x_i \) and \( x_l \) are the same, and \( \delta_{il} = 0 \) otherwise. The intuition is to require that the data points from different classes should be at least separated from it by the distance 1. This formulation is very similar to the margin formulation in multiclass SVM [2] LMNN also pushes the data with different labels to at least distance 1 from its homogeneous neighborhood. The goal of LMNN is to minimize

\[ \varepsilon = \mu \varepsilon_{\text{pull}} + (1 - \mu) \varepsilon_{\text{push}}. \]  

(18.29)

The authors in [26] proposed a semi-definite programming technique to solve for \( \mathbf{M} = \mathbf{W} \mathbf{W}^\top \). Thus LMNN is a local and linear approach. The learned distance between \( x_i \) and \( x_j \) is the Euclidean distance between \( W^\top x_i \) and \( W^\top x_j \).

18.4 Advanced Topics

Although supervised metric learning has successfully been applied in many applications, it is human labor intensive and time consuming to get the supervision information. Also most of the above mentioned approaches require eigenvalue decomposition or quadratic optimization. In this section we will briefly review two advanced topics in metric learning: semi-supervised approaches and online learning.

18.4.1 Semi-Supervised Metric Learning

Semi-supervised approaches aim to learn a proper distance metric from the data where the supervision information is only available on a small portion of the data. Those algorithms utilize both data with and without supervision information in the learning process. Therefore one straightforward way one can think of to construct a semi-supervised algorithm is to deploy an objective in the form of \( \lambda_1 \mathcal{L}(D) + \lambda_2 \mathcal{U}(D) \), where \( \mathcal{U}(D) \) is constructed on the entire data, and \( \mathcal{L}(D) \) is constructed on the data with supervision information only. Finally, we put some constraints on the learned distance metric to balance both parts.

18.4.1.1 Laplacian Regularized Metric Learning (LRML)

Laplacian Regularized Metric Learning (LMRL) [9] is one semi-supervised distance metric learning approach. LRML adopts data smoothness term as the unsupervised term \( \mathcal{U}(D) \); in terms of the supervised term, LRML chooses an ANMM type of objective as \( \mathcal{L}(D) \). The optimization
problem that LRML aims to solve is
\[
\min_{\mathbf{M}} \underbrace{\text{tr}(\mathbf{U}(\mathcal{D}))}_{t_1} + \underbrace{\gamma_1 t_2 - \gamma_2 t_3}_{t_2 - t_3} - \underbrace{\text{tr}(\mathbf{L}(\mathcal{D}))}_{t_3} = (18.30)
\]
subject to
\[
t_1 \leq t_2 - t_3 \\
\mathbf{M} \succeq 0
\]
where the smoothness term is
\[
t_1 = \sum_{i,j} \|\mathbf{W}^\top \mathbf{x}_i - \mathbf{W}^\top \mathbf{x}_j\|^2 = \text{tr}(\mathbf{W}^\top \mathbf{X} \mathbf{L} \mathbf{X}^\top \mathbf{W}) = \text{tr}(\mathbf{X} \mathbf{L} \mathbf{X}^\top \mathbf{M})
\]
where \(\mathbf{M} = \mathbf{W} \mathbf{W}^\top\). The supervised terms consisting of compactness and scatterness are
\[
t_2 = \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{M}} \|\mathbf{W}^\top \mathbf{x}_i - \mathbf{W}^\top \mathbf{x}_j\|^2 = \text{tr} \left[ \mathbf{M} \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{M}} (\mathbf{x}_i - \mathbf{x}_j) (\mathbf{x}_i - \mathbf{x}_j)^\top \right]
\]
\[
t_3 = \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{C}} \|\mathbf{W}^\top \mathbf{x}_i - \mathbf{W}^\top \mathbf{x}_j\|^2 = \text{tr} \left[ \mathbf{M} \sum_{(\mathbf{x}_i, \mathbf{x}_j) \in \mathcal{C}} (\mathbf{x}_i - \mathbf{x}_j) (\mathbf{x}_i - \mathbf{x}_j)^\top \right]
\]
where \(\mathcal{M}\) and \(\mathcal{C}\) are the sets of must-links and cannot-links, respectively.

[9] proposed a semi-definite programming approach for solving problem (18.30). LRML is a mixture of local (its unsupervised part) and global (its supervised part) approach, and it is linear. The learned distance is the Mahalanobis distance with precision matrix \(\mathbf{M}\).

18.4.1.2 Constraint Margin Maximization (CMM)

Similarly, Constraint Margin Maximization (CMM) [22] selects the same supervised term as LRML, but a different PCA-type unsupervised term in its objective. Specifically, the optimization problem CMM aims to solve is
\[
\max_{\mathbf{W}} \underbrace{\text{tr}(\mathbf{U}(\mathcal{D}))}_{t_4} - \underbrace{\gamma_1 t_2 - \gamma_2 t_3}_{t_2 - t_3} - \underbrace{\text{tr}(\mathbf{L}(\mathcal{D}))}_{t_3} = (18.34)
\]
subject to
\[
\mathbf{W}^\top \mathbf{W} = \mathbf{I}
\]
where the unsupervised term is \(t_4 = \text{tr}(\mathbf{W}^\top \mathbf{X} \mathbf{X}^\top \mathbf{W})\) is the PCA-like term. Note that before we apply CMM, all data points need to be centered, i.e., their mean should be subtracted from the data matrix. The intuition of CMM is to maximally unfold the data points in the projection space while at the same time satisfying those pairwise constraints. The authors in [22] showed that the optimal \(\mathbf{W}\) can be obtained by eigenvalue decomposition to some matrix. Therefore CMM is a global and linear approach. Wang et. al. [22] also showed how to derive its kernelized version for handling nonlinear data. The learned distance between \(\mathbf{x}_i\) and \(\mathbf{x}_j\) is the Euclidean distance between \(\mathbf{W}^\top \mathbf{x}_i\) and \(\mathbf{W}^\top \mathbf{x}_j\).

18.4.2 Online Learning

Most of the distance metric learning approaches involve expensive optimization procedures such as eigen-decomposition and semi-definite programming. One way to make those algorithms more efficient is the online learning [16] strategy, which incorporates the data points into the learning process in a sequential manner. More concretely, online learning updates the learned distance metric
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iteratively. At each iteration, only one or a small batch of data are involved. Another scenario where
the online learning strategy can be naturally applied is to learn distance metrics for streaming data,
where the data are coming in a streaming fashion so that the distance metric needs to be updated
iteratively. Next we present two examples of online distance metric learning approaches.

18.4.2.1 Pseudo-Metric Online Learning Algorithm (POLA)

Pseudo-Metric Online Learning (POLA) [17] falls into the category of supervised metric learning
with pairwise constraints. More specifically, there is a must-link constraint set $M$ and a cannot-
link constraint set $C$. POLA assigns a label $l_{ij}$ for each pair $(x_i, x_j)$ in $M$ or $C$, such that if
$(x_i, x_j) \in M$, $l_{ij} = 1$; if $(x_i, x_j) \in C$, $l_{ij} = -1$. Then it introduces a threshold $b$ and constructs
the following constraints

$$
\forall (x_i, x_j) \in M, l_{ij} = 1 \Rightarrow (x_i - x_j)^\top M (x_i - x_j) \leq b - 1 \tag{18.35}
$$

$$
\forall (x_i, x_j) \in C, l_{ij} = -1 \Rightarrow (x_i - x_j)^\top M (x_i - x_j) \geq b + 1 \tag{18.36}
$$

which can be unified as

$$
l_{ij} [b - (x_i - x_j)^\top M (x_i - x_j)] \geq 1 \tag{18.37}
$$

Note that this formulation is similar to the constraint in standard SVM. Then the objective of
POLA is the follow hinge loss

$$
\mathcal{J}_{ij}(M, b) = \max_{C_1^i, \& C^2} (0, l_{ij} [(x_i - x_j)^\top M (x_i - x_j) - b] + 1). \tag{18.38}
$$

The two constraint sets are defined as

$$
C_1^i = \left\{ (M, b) \in \mathbb{R}^{n^2 \times 1} : \mathcal{J}_{ij}(M, b) = 0 \right\} \tag{18.39}
$$

$$
C^2 = \left\{ (M, b) \in \mathbb{R}^{n^2 \times 1} : M \succeq 0, b \geq 1 \right\} \tag{18.40}
$$

POLA operates in an iterative way: First POLA initializes $M$ as a zero matrix, then at each step, it
randomly picks one data pair from the constraint set (either $M$ or $C$), and then does projections on
$C_1^i$ and $C^2$ alternatively. By projecting $M$ and $b$ onto $C_1^i$, POLA gets the updating rules for $M$ and
$b$ as

$$
\hat{M} = M - l_{ij} \alpha_{ij} u_{ij} u_{ij}^\top \tag{18.41}
$$

$$
\hat{b} = b + \alpha_{ij} l_{ij} \tag{18.42}
$$

where

$$
u_{ij} = x_i - x_j \tag{18.43}
$$

$$
\alpha_{ij} = \frac{\mathcal{J}_{ij}(M, b)}{\|u_{ij}\|_2^4 + 1}. \tag{18.44}
$$

By projecting $(M, b)$ onto $C^2$, POLA updates $M$ as

$$
\hat{M} = M - \lambda \mu u^\top \tag{18.45}
$$

where $\lambda = \min \{\tilde{\lambda}, 0\}$ and $(\tilde{\lambda}, \mu)$ are the smallest eigenvalue-eigenvector pair of $\hat{M}$. Therefore, POLA
incorporates the data in constraint sets in a sequential manner.
18.4.2.2 Online Information Theoretic Metric Learning (OITML)

Another technique we want to review here is the Online Information Theoretic Metric Learning (OITML) approach [3]. This method also falls into the category of supervised metric learning. It is the online version of the ITML approach we introduced in Section 18.3.5. Suppose at time $t+1$, we need to randomly pick a pair of data from the constraint set, and minimize the following objective

$$
M_{t+1} = \arg \min_M \mathcal{R}(M, M_t) + \eta_t \ell(D_t, \hat{D}_t)
$$

where $\hat{D}_t = (x_i - x_j)^\top M (x_i - x_j)$ and $\mathcal{R}(M, M_t) = d_{\logdet}(M, M_t)$ is the logdet divergence. [3] showed that $M_{t+1}$ can be updated with the following rule

$$
M_{t+1} \leftarrow M_t - \frac{2\eta_t (D_t - \hat{D}_t) M_t (x_i - x_j)(x_i - x_j)^\top M_t}{1 + 2\eta_t (D_t - \hat{D}_t)(x_i - x_j)^\top M_t (x_i - x_j)}
$$

where

$$
\eta_t = \begin{cases}
\eta_0, & D_t - \hat{D}_t \leq 0 \\
\min \left\{ \eta_0, \frac{1}{2(D_t - \hat{D}_t)} \left( \frac{1}{(x_i - x_j)^\top (I + (M_t^{-1} - I)(x_i - x_j))} \right) \right\}, & \text{otherwise.}
\end{cases}
$$

18.5 Conclusions and Discussions

Till now we have introduced the state-of-the-art supervised distance metric learning algorithms of recent years. All of those supervised metric learning approaches we listed above require some pre-specified free parameters, and all of them involve some expensive computational procedures such as eigenvalue decomposition or semi-definite programming. One exception is the ITML approach, as it deploys a Bregman projection strategy that may make the solution relatively efficient. However, ITML is sensitive to the initial choice of $M_0$, which makes it difficult to apply in the case when we do not have enough prior knowledge. In practice, according to the type of supervision information provided, we can select a proper supervised metric learning approach that can handle that supervision information. However, in many real world applications, it may be expensive and time consuming to get that supervision information. Next we survey semi-supervised approaches that can leverage both labeled and unlabeled information. For the future of distance metric learning research, we believe the following directions are promising.

- **Large scale distance metric learning.** Most of the existing distance metric learning approaches involve computationally expensive procedures. How can we make distance metric learning efficient and practical on large-scale data? Promising solutions include online learning or distributed learning. We have introduced the most recent works on online distance metric learning in Section 4.1. For parallel/distributed distance metric algorithms, as the major computational techniques involved are eigenvalue decomposition and quadratic programming, we can adopt parallel matrix computation/optimization algorithms [1,15] to make distance metric learning more scalable and efficient.

- **Empirical evaluations.** Although a lot of distance metric learning algorithms have been proposed, there is still a lack of systematic comparison and proof points on the utility of many
Distance metric learning algorithms in real world applications. Such empirical discussion will be helpful to showcase the practical value of distance metric learning algorithms. Some recent works have started developing and applying distance metric learning on healthcare for measuring similarity among patients [19, 23, 24].

- **General formulation.** As can be seen from this survey, most of the existing distance metric learning algorithms suppose the learned distance metric is Euclidean in the projected space. Such an assumption may not be sufficient for real world applications as there is no guarantee that Euclidean distance is most appropriate to describe the pairwise data relationships. There are already some initial effort towards this direction [5, 13], and this direction is definitely worth exploring.

---
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19.1 Introduction

People have known the benefits of combining information from multiple sources since a long time ago. From the old story of “blind men and an elephant,” we can learn the importance of capturing a big picture instead of focusing on one single perspective. In the story, a group of blind men touch different parts of an elephant to learn what it is like. Each of them makes a judgment about the elephant based on his own observation. For example, the man who touched the ear said it was like a fan while the man who grabbed the tail said it was like a rope. Clearly, each of them just got a partial view and did not arrive at an accurate description of the elephant. However, as they captured different aspects about the elephant, we can learn the big picture by integrating the knowledge about all the parts together.

Ensemble learning can be regarded as applying this “crowd wisdom” to the task of classification. Classification, or supervised learning, tries to infer a function that maps feature values into class labels from training data, and apply the function to data with unknown class labels. The function is called a model or classifier. We can regard a collection of some possible models as a hypothesis space $H$, and each single point $h \in H$ in this space corresponds to a specific model. A classification algorithm usually makes certain assumptions about the hypothesis space and thus defines a hypothesis space to search for the correct model. The algorithm also defines a certain criterion to measure the quality of the model so that the model that has the best measure in the hypothesis space will be returned. A variety of classification algorithms have been developed [8], including Support Vector Machines [20, 22], logistic regression [47], Naive Bayes, decision trees [15, 64, 65], k-nearest neighbor algorithm [21], and Neural Networks [67, 88]. They differ in the hypothesis space, model quality criteria and search strategies.

In general, the goal of classification is to find the model that achieves good performance when predicting the labels of future unseen data. To improve the generalization ability of a classification model, it should not overfit the training data; instead, it should be general enough to cover unseen cases. Ensemble approaches can be regarded as a family of classification algorithms, which are developed to improve the generalization abilities of classifiers. It is hard to get a single classification model with good generalization ability, which is called a strong classifier, but ensemble learning can transform a set of weak classifiers into a strong one by their combination. Formally, we learn $T$ classifiers from a training set $D$: $\{h_1(x), \ldots, h_T(x)\}$, each of which maps feature values $x$ into a class label $y$. We then combine them into an ensemble classifier $H(x)$ with the hope that it achieves better performance.

There are two major factors that contribute to the success of ensemble learning. First, theoretical analysis and real practice have shown that the expected error of an ensemble model is smaller than that of a single model. Intuitively, if we know in advance that $h_1(x)$ has the best prediction performance on future data, then without any doubt, we should discard the other classifiers and choose $h_1(x)$ for future predictions. However, we do not know the true labels of future data, and thus we are unable to know in advance which classifier performs the best. Therefore, our best bet should be the prediction obtained by combining multiple models. This simulates what we do in real life—When making investments, we will seldom rely on one single option, but rather distribute the money across multiple stocks, plans, and accounts. This will usually lead to lower risk and higher gain. In many other scenarios, we will combine independent and diverse opinions to make better decisions.

A simple example can be used to further illustrate how the ensemble model achieves better performance [74]. Consider five completely independent classifiers and suppose each classifier has a prediction accuracy of 70% on future data. If we build an ensemble classifier by combining these five classifiers using majority voting, i.e., predict the label as the one receiving the highest votes among classifiers, then we can compute the probability of making accurate classification as: $10 \times 0.7^3 \times \ldots$
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FIGURE 19.1: Ensemble approach overcomes the limitation of hypothesis space.

\[ 0.3^2 + 5 \times 0.7^4 \times 0.3 + 0.7^5 = 83.7\% \] (the sum of the probability of having 3, 4, and 5 classifiers predicting correctly). If we now have 101 such classifiers, following the same principle, we can derive that the majority voting approach on 101 classifiers can reach an accuracy of 99.9%. Clearly, the ensemble approach can successfully cancel out independent errors made by individual classifiers and thus improve the classification accuracy.

Another advantage of ensemble learning is its ability to overcome the limitation of hypothesis space assumption made by single models. As discussed, a single-model classifier usually searches for the best model within a hypothesis space that is assumed by the specific learning algorithm. It is very likely that the true model does not reside in the hypothesis space, and then it is impossible to obtain the true model by the learning algorithm. Figure 19.1 shows a simple example of binary classification. The rightmost plot shows that the true decision boundary is V-shaped, but if we search for a classifier within a hypothesis space consisting of all the linear classifiers, for example, models 1 and 2, we are unable to recover the true boundary. However, by combining multiple classifiers, ensemble approaches can successfully simulate the true boundary. The reason is that ensemble learning methods combine different hypotheses and the final hypothesis is not necessarily contained in the original hypothesis space. Therefore, ensemble methods have more flexibility in the hypothesis they could represent.

Due to these advantages, many ensemble approaches [4, 23, 52, 63, 74, 75, 90] have been developed to combine complementary predictive power of multiple models. Ensemble learning is demonstrated as useful in many data mining competitions (e.g., Netflix contest, KDD cup, ICDM contest) and real-world applications. There are two critical components in ensemble learning: Training base models and learning their combinations, which are discussed as follows.

From the majority voting example we mentioned, it is obvious that the base classifiers should be accurate and independent to obtain a good ensemble. In general, we do not require the base models to be highly accurate—as long as we have a good amount of base classifiers, the weak classifiers can be boosted to a strong classifier by combination. However, in the extreme case where each classifier is terribly wrong, the combination of these classifiers will give even worse results. Therefore, at least the base classifiers should be better than random guessing. Independence among classifiers is another important property we want to see in the collection of base classifiers. If base classifiers are highly correlated and make very similar predictions, their combination will not improve anymore. In contrast, when base classifiers are independent and make diverse predictions, the independent errors have better chances to be canceled out. Typically, the following techniques have been used to generate a good set of base classifiers:

- Obtain different bootstrap samples from the training set and train a classifier on each bootstrap sample;

---

1http://www.netflixprize.com/
2http://www.kddcup-orange.com/
3http://www.cs.uu.nl/groups/ADA/icdm08cup/
• Extract different subsets of examples or subsets of features and train a classifier on each subset;

• Apply different learning algorithms on the training set;

• Incorporate randomness into the process of a particular learning algorithm or use different parametrization to obtain different prediction results.

To further improve the accuracy and diversity of base classifiers, people have explored various ways to prune and select base classifiers. More discussions about this can be found in Section 19.6.

Once the base classifiers are obtained, the important question is how to combine them. The combination strategies used by ensemble learning methods roughly fall into two categories: Un-weighted and weighted. Majority voting is a typical un-weighted combination strategy, in which we count the number of votes for each predicted label among the base classifiers and choose the one with the highest votes as the final predicted label. This approach treats each base classifier as equally accurate and thus does not differentiate them in the combination. On the other hand, weighted combination usually assigns a weight to each classifier with the hope that higher weights are given to more accurate classifiers so that the final prediction can bias towards the more accurate classifiers. The weights can be inferred from the performance of base classifiers or the combined classifier on the training set.

In this book chapter, we will provide an overview of the classical ensemble learning methods discussing their base classifier generation and combination strategies. We will start with Bayes optimal classifier, which considers all the possible hypotheses in the whole hypothesis space and combines them. As it cannot be practically implemented, two approximation methods, i.e., Bayesian model averaging and Bayesian model combination, have been developed (Section 19.2). In Section 19.3, we discuss the general idea of bagging, which combines classifiers trained on bootstrap samples using majority voting. Random forest is then introduced as a variant of bagging. In Section 19.4, we discuss the boosting method, which gradually adjusts the weights of training examples so that weak classifiers can be boosted to learn accurately on difficult examples. AdaBoost will be introduced as a representative of the boosting method. Stacking is a successful technique to combine multiple classifiers, and its usage in top performers of the Netflix competition has attracted much attention to this approach. We discuss its basic idea in Section 19.5. After introducing these classical approaches, we will give a brief overview of recent advances in ensemble learning, including new ensemble learning techniques, ensemble pruning and selection, and ensemble learning in various challenging learning scenarios. Finally, we conclude the book chapter by discussing possible future directions in ensemble learning. The notations used throughout the book chapter are summarized in Table 19.1.

**TABLE 19.1: Notation Summary**

<table>
<thead>
<tr>
<th>notation</th>
<th>meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbb{R}^n )</td>
<td>feature space</td>
</tr>
<tr>
<td>( Y )</td>
<td>class label set</td>
</tr>
<tr>
<td>( m )</td>
<td>number of training examples</td>
</tr>
<tr>
<td>( \mathcal{D} = { x_i, y_i }_{i=1}^m ) (( x_i \in \mathbb{R}^n, y_i \in Y ))</td>
<td>training data set</td>
</tr>
<tr>
<td>( H )</td>
<td>hypothesis space</td>
</tr>
<tr>
<td>( h )</td>
<td>base classifier</td>
</tr>
<tr>
<td>( H )</td>
<td>ensemble classifier</td>
</tr>
</tbody>
</table>
19.2 Bayesian Methods

In this section, we introduce Bayes optimal classification and its implementation approaches including Bayesian model averaging and Bayesian model combination.

19.2.1 Bayes Optimal Classifier

Ensemble methods try to combine different models into one model in which each base model is assigned a weight based on its contribution to the classification task. As we discussed in the Introduction, two important questions in ensemble learning are: Which models should be considered and how to choose them from the hypothesis space? How to assign the weight to each model? One natural solution is to consider all the possible hypotheses in the hypothesis space and infer model weights from training data. This is the basic principle adopted by the Bayes optimal classifier.

Specifically, given a set of training data $D = \{ (x_i, y_i) \}_{i=1}^{m}$, where $x_i \in \mathbb{R}^n$ and $y_i \in Y$, our goal is to obtain an ensemble classifier that assigns a label to unseen data $x$ in the following way:

$$y = \arg \max_{y \in Y} \sum_{h \in H} p(y|x, h) p(h|D). \quad (19.1)$$

In this equation, $y$ is the predicted label of $x$, $Y$ is the set of all possible labels, $H$ is the hypothesis space that contains all possible hypothesis $h$, and $p()$ denotes probability functions. We can see that the Bayes optimal classifier combines all possible base classifiers, i.e., the hypotheses, by summing up their weighted votes. The posterior probability $p(h|D)$ is adopted to be their corresponding weights.

We assume that training examples are drawn independently. By Bayes’ theorem, the posterior probability $p(h|D)$ is given by:

$$P(h|D) = \frac{p(h)p(D|h)}{p(D)} = \frac{p(h)\Pi_{i=1}^{m} p(x_i|h)}{p(D)}. \quad (19.2)$$

In this equation, $p(h)$ is the prior probability reflecting the degree of our belief that $h$ is the “correct” model prior to seeing any data. $p(D|h) = \Pi_{i=1}^{m} p(x_i|h)$ is the likelihood, i.e., how likely the given training set is generated under the model $h$. The data prior $p(D)$ is the same for all hypotheses, so it could be ignored when making the label predictions.

To sum up, Bayes optimal classifier makes a prediction for $x$ as follows:

$$y = \arg \max_{y \in Y} \sum_{h \in H} p(y|x, h) p(D|h) p(h). \quad (19.3)$$

By this approach, all the models are combined by considering both prior knowledge and data likelihood. In other words, the Bayes optimal classifier combines all the hypotheses in the hypothesis space, and each hypothesis is given a weight reflecting the probability that the training data would be sampled under the hypothesis if that hypothesis were true. In [61], it is pointed out that Bayes optimal classifier can reach optimal classification results under Bayes theorem, and on average, no other ensemble method can outperform it.

Although Bayes optimal classifier is the ideal ensemble method, unfortunately, it cannot be practically implemented. The prior knowledge about each model $p(h)$ is usually unknown. For most tasks, the hypothesis space is too large to iterate over and many hypotheses only output a predicted label rather than a probability. Even though in some classification algorithms, it is possible to estimate the probability from training data, computing an unbiased estimate of the probability of the training data given a hypothesis, i.e., $p(D|h)$, is difficult. The reason is that when we calculate
Suppose the size of the random subset of training data is \( m \), we usually have some assumptions that could be biased. Therefore, in practice, some algorithms have been developed to approximate Bayes optimal classifier. Next, we will discuss two popular algorithms, i.e., Bayesian model averaging and Bayesian model combination, which effectively implement the basic principles of Bayes optimal classifier.

### 19.2.2 Bayesian Model Averaging

Bayesian model averaging [46] approximates Bayes optimal classifier by combining a set of sampled models from the hypothesis space. Models are typically sampled using a Monte Carlo sampling technique. Or a simpler way is to use the model trained on a random subset of training data as a sampled model.

From Equation 19.3, we notice that there are two probabilities to compute: One is the prior probability \( p(h) \), and the other is the likelihood \( p(D|h) \). When no prior knowledge is available, we simply use uniform distribution without normalization, i.e., \( p(h) = 1 \) for all hypotheses. As for the likelihood, we can infer it based on the hypothesis’s performance on training data. Assume that the error rate of hypothesis \( h \) is \( \varepsilon(h) \), then the following equation is used to compute each training example’s probability given \( h \):

\[
p(x_i|h) = \exp\{\varepsilon(h) \log(\varepsilon(h)) + (1 - \varepsilon(h)) \log(1 - \varepsilon(h))\}.
\]

Suppose the size of the random subset of training data is \( m' \), then we can get

\[
p(D|h) = \exp\{m' \cdot (\varepsilon(h) \log(\varepsilon(h)) + (1 - \varepsilon(h)) \log(1 - \varepsilon(h)))\}.
\]

**Algorithm 19.1 Bayesian Model Averaging**

**Input:** Training data \( D = \{x_i, y_i\}_{i=1}^m \ (x_i \in \mathbb{R}^n, y_i \in Y) \)

**Output:** An ensemble classifier \( H \)

1. for \( t \leftarrow 1 \) to \( T \) do
2. \hspace{1em} Construct a subset of training data \( D_t \) with size \( m' \) by randomly sampling in \( D \)
3. \hspace{1em} Learn a base classifier \( h_t \) based on \( D_t \)
4. \hspace{1em} Set the prior probability \( p(h_t) = 1 \)
5. \hspace{1em} Calculate \( h_t \)'s error rate for predicting on \( D_t \), which is denoted as \( \varepsilon(h_t) \)
6. \hspace{1em} Calculate the likelihood \( p(D|h) = \exp\{m' \cdot (\varepsilon(h) \log(\varepsilon(h)) + (1 - \varepsilon(h)) \log(1 - \varepsilon(h)))\} \)
7. \hspace{1em} Weight of \( h_t \) is set as \( \text{weight}(h_t) = p(D|h)p(h) \)
8. end for
9. Normalize all the weights to sum to 1
10. return \( H(x) = \arg\max_{y \in Y} \sum_{t=1}^T p(y|x, h) \cdot \text{weight}(h_t) \)

Bayesian model averaging algorithm is shown in Algorithm 19.1 [1]. In [42], it was proved that when the representative hypotheses are drawn and averaged using the Bayes theorem, Bayesian model averaging has an expected error that is bounded to be at most twice the expected error of the Bayes optimal classifier.

Despite its theoretical correctness, Bayesian model averaging may encounter over-fitting problems. Bayesian model averaging prefers the hypothesis that by chance has the lowest error on training data rather than the hypothesis that truly has the lowest error [26]. In fact, Bayesian model averaging conducts a selection of classifiers instead of combining them. As the uniform distribution is used to set the prior probability, the weight of each base classifier is equivalent to its likelihood on training data. Typically, none of these base classifiers can fully characterize the training data, so most of them receive a small value for the likelihood term. This may not be a problem if base classifiers are exhaustively sampled from the hypothesis space, but this is rarely possible when we have
limited training examples. Due to the normalization, the base classifier that captures data distribution the best will receive the largest weight and has the highest impact on the ensemble classifier. In most cases, this classifier will dominate the output and thus Bayesian model averaging conducts model selection in this sense.

**Example.** We demonstrate Bayesian model averaging step by step using the following example. Suppose we have a training set shown in Table 19.2, which contains 10 examples with 1-dimensional feature values and corresponding class labels (+1 or −1).

**TABLE 19.2: Training Data Set**

<table>
<thead>
<tr>
<th>x</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
</tbody>
</table>

We use a set of simple classifiers that only use a threshold to make class predictions: If \( x \) is above a threshold, it is classified into one class; if it is on or below the threshold, it is classified into the other class. By learning from the training data, the classifier will decide the optimal \( \theta \) (the decision boundary) and the class labels to be assigned to the two sides so that the error rate will be minimized.

We run the algorithm for five rounds using \( m' = 5 \). Altogether we construct five training sets from the original training set and each of them contains five randomly selected examples. We first learn a base classifier \( h_t \) based on each sampled training set, and then calculate its training error rate \( \epsilon(h_t) \), the likelihood \( p(D|h) \) and weight \( \text{weight}(h_t) \) using the formula described in Algorithm 19.1. Table 19.3 shows the training data for each round and the predicted labels on the selected examples made by the base classifiers.

**TABLE 19.3: Base Model Output of Bayesian Model Averaging**

<table>
<thead>
<tr>
<th>Round</th>
<th>Weak Classifier ( h_t )</th>
<th>( \epsilon(h_t) )</th>
<th>( \text{weight}(h_t) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>x 2 3 6 7 8 y +1 +1 -1 -1 -1</td>
<td>0.2</td>
<td>0.013</td>
</tr>
<tr>
<td>2</td>
<td>x 1 2 3 4 5 y +1 +1 +1 -1 -1</td>
<td>0</td>
<td>0.480</td>
</tr>
<tr>
<td>3</td>
<td>x 1 3 7 9 10 y +1 +1 +1 +1 +1</td>
<td>0.2</td>
<td>0.013</td>
</tr>
<tr>
<td>4</td>
<td>x 2 5 6 8 9 y -1 -1 -1 +1 +1</td>
<td>0.2</td>
<td>0.013</td>
</tr>
<tr>
<td>5</td>
<td>x 1 3 4 6 7 y +1 +1 -1 -1 -1</td>
<td>0</td>
<td>0.480</td>
</tr>
</tbody>
</table>

Based on the model output shown in Table 19.3, an ensemble classifier can be constructed by following Bayesian model averaging and its prediction results are shown in Table 19.4.

**TABLE 19.4: Ensemble Classifier Output by Bayesian Model Averaging**

<table>
<thead>
<tr>
<th>x</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

The highlighted points are incorrectly classified. Thus, the ensemble classifier has an error rate of 0.3. It is in fact the same classifier we obtained from Rounds 2 and 5. The weights of these two base classifiers are so high that the influence of the others is ignored in the final combination. Some techniques have been proposed to solve this dominating weight problem, for example, the Bayesian model combination method that will be discussed next.
Algorithm 19.2 Bayesian Model Combination

**Input:** Training data $\mathcal{D} = \{\{x_i, y_i\}_{i=1}^m \mid x_i \in \mathbb{R}^n, y_i \in \mathcal{Y}\}$

**Output:** An ensemble classifier $H$

1: for $t \leftarrow 1$ to $T$
2: Construct a subset of training data $\mathcal{D}_t$ with size $m'$ by randomly sampling in $\mathcal{D}$
3: Learn a base classifier $h_t$ based on $\mathcal{D}_t$
4: Set the initial weight $\text{weight}(h_t) = 0$
5: end for
6: $\text{SumWeight} = 0$
7: $z = -\infty$ (used to maintain numerical stability)
8: Set the iteration number for computing weights: $\text{iteration}$
9: for $\text{iter} \leftarrow 1$ to $\text{iteration}$ do
10: For each weak classifier, draw a temp weight $\text{TempWeight}(h_t) = -\log(\text{RandUniform}(0, 1))$
11: Normalize $\text{TempWeight}$ to sum to 1
12: Combine the base classifiers as $H' = \sum_{t=1}^T h_t \cdot \text{TempWeight}(h_t)$
13: Calculate the error rate of $H'$ for predicting the data in $\mathcal{D}$
14: Calculate the likelihood $p(\mathcal{D} | H') = \exp\{m \cdot (\epsilon(H') \log(\epsilon(H')) + (1 - \epsilon(H')) \log(1 - \epsilon(H')))\}$
15: if $p(\mathcal{D} | H') > z$ then
16: For each base classifier, $\text{weight}(h_t) = \text{weight}(h_t) \exp\{z - p(\mathcal{D} | H')\}$
17: $z = p(\mathcal{D} | H')$
18: end if
19: $w = \exp\{p(\mathcal{D} | H') - z\}$
20: For each base classifier $\text{weight}(h_t) = \text{weight}(h_t) \frac{\text{SumWeight}}{\text{SumWeight} + w} + w \cdot \text{TempWeight}(h_t)$
21: $\text{SumWeight} = \text{SumWeight} + w$
22: end for
23: Normalize all the weights to sum to 1
24: return $H(x) = \arg\max_{y \in \mathcal{Y}} \sum_{t=1}^T p(y|x, h) \cdot \text{weight}(h_t)$

19.2.3 Bayesian Model Combination

To overcome the over-fitting problem of Bayesian model averaging, Bayesian model combination directly samples from the space of possible ensemble hypotheses instead of sampling each hypothesis individually. By applying this strategy, Bayesian model combination finds the combination of base classifiers that simulates the underlying distribution of training data the best. This is different from Bayesian model averaging, which selects one base classifier with the best performance on training data.

The procedure of Bayesian model combination is similar to that of Bayesian model averaging. The only difference is that Bayesian model combination regards all the base classifiers as one model and iteratively calculates their weights simultaneously. The details of this algorithm can be found in Algorithm 19.2 [1]. Although Bayesian model combination is more computationally costly compared with Bayesian model averaging, it gives better results in general [62].

**Example.** We demonstrate how Bayesian Model Combination works using the same example in Table 19.2. In order to compare with Bayesian model averaging, we use the same random samples and the same base classifiers. We set $\text{iteration} = 3$. At each iteration, we draw a temp weight and normalize it (Table 19.5). Then, we combine the base classifiers by their temp weights and calculate the likelihood (shown in Table 19.6). We update $\text{weight}(h_t)$ as described in Algorithm 19.2 (Table 19.7).
### TABLE 19.5: TempWeight for Three Iterations

<table>
<thead>
<tr>
<th>Classifier</th>
<th>TempWeight&lt;sub&gt;1&lt;/sub&gt;</th>
<th>TempWeight&lt;sub&gt;2&lt;/sub&gt;</th>
<th>TempWeight&lt;sub&gt;3&lt;/sub&gt;</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>0.36</td>
<td>0.16</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>0.00</td>
<td>0.10</td>
</tr>
<tr>
<td>3</td>
<td>0.58</td>
<td>0.07</td>
<td>0.23</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
<td>0.11</td>
<td>0.37</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.45</td>
<td>0.14</td>
</tr>
</tbody>
</table>

### TABLE 19.6: H<sup>′</sup> for Three Iterations

| iter | Classifier H<sup>′</sup> | P(D|H<sup>′</sup>) |
|------|--------------------------|------------------|
| 1    | x | 1 2 3 4 5 6 7 8 9 10 | y +1 +1 +1 +1 +1 +1 +1 +1 +1 +1 |
|      |   | 0.0078                | 0.0122           |
| 2    | x | 1 2 3 4 5 6 7 8 9 10 | y +1 +1 +1 -1 -1 -1 -1 -1 -1 -1 |
|      |   | 0.0078                | 0.0122           |
| 3    | x | 1 2 3 4 5 6 7 8 9 10 | y +1 +1 +1 -1 -1 -1 -1 +1 +1 +1 |

It is clear that Bayesian model combination incurs more computation compared with Bayesian model averaging. Instead of sampling each hypothesis individually, Bayesian model combination samples from the space of possible ensemble hypotheses. It needs to compute an ensemble classifier and update several sets of parameters during one iteration. Weight<sub>final</sub> shows the normalized Weight<sub>3</sub> that we will use to calculate the final classifier. It is indeed a weighted combination of all sets of TempWeight. Since the last TempWeight set gives the best results with the highest likelihood, the final weight Weight<sub>final</sub> is closer to it. The prediction results made by the ensemble classifier of Bayesian model averaging are shown in Table 19.8. This classifier classifies all the points correctly. Comparing with Bayesian model averaging, Bayesian model combination gives better results.

---

### 19.3 Bagging

In this section, we introduce a very popular ensemble approach, i.e., Bagging, and then discuss Random Forest, which adapts the idea of Bagging to build an ensemble of decision trees.

#### 19.3.1 General Idea

Bootstrap aggregation (i.e., Bagging) [11] is an ensemble method that adopts Bootstrap sampling technique [28] in constructing base models. It generates new data sets by sampling from the original data set with replacement, and trains base classifiers on the sampled data sets. To get an ensemble classifier, it simply combines all the base classifiers by majority voting. The general procedure of Bagging is illustrated in Algorithm 19.3. Although it is a simple approach, it has been shown to be a powerful method empirically and theoretically. When Bagging was introduced, [11] presented an explanation about why Bagging is effective with unstable weak classifiers. In [35], the authors studied Bagging through a decomposition of statistical predictors.

Now let’s look at the details of this approach. The bootstrap sampling procedure is as follows. Given a set of training data \( \mathcal{D} = \{ \mathbf{x}_i, y_i \}_{i=1}^m \) (\( \mathbf{x}_i \in \mathbb{R}^n, y_i \in \mathcal{Y} \) and \( m \) is the size of the training set), we sample data from \( \mathcal{D} \) with replacement to form a new data set \( \mathcal{D}' \). The size of \( \mathcal{D}' \) will be kept
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### TABLE 19.7: Weight for Three Iterations

<table>
<thead>
<tr>
<th>Classifier</th>
<th>Weight1</th>
<th>Weight2</th>
<th>Weight3</th>
<th>Weight_{\text{final}}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.09</td>
<td>0.41</td>
<td>0.27</td>
<td>0.19</td>
</tr>
<tr>
<td>2</td>
<td>0.04</td>
<td>0.03</td>
<td>0.10</td>
<td>0.08</td>
</tr>
<tr>
<td>3</td>
<td>0.58</td>
<td>0.36</td>
<td>0.32</td>
<td>0.23</td>
</tr>
<tr>
<td>5</td>
<td>0.24</td>
<td>0.23</td>
<td>0.43</td>
<td>0.31</td>
</tr>
<tr>
<td>5</td>
<td>0.05</td>
<td>0.48</td>
<td>0.26</td>
<td>0.19</td>
</tr>
</tbody>
</table>

### TABLE 19.8: Final Results of Bayesian Model Combination

<table>
<thead>
<tr>
<th>x</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
</tbody>
</table>

The same as that of $\mathcal{D}$. Some of the examples appear more than once in $\mathcal{D}'$ while some examples in $\mathcal{D}$ do not appear in $\mathcal{D}'$. For a particular example $x_i$, the probability that it appears $k$ times in $\mathcal{D}'$ follows a Poisson distribution with $\lambda = 1$ [11]. By setting $k = 0$ and $\lambda = 1$, we can get that $x_i$ does not appear in $\mathcal{D}'$ with a probability of $\frac{1}{e}$, so $x_i$ appears in $\mathcal{D}'$ with a probability of $1 - \frac{1}{e} \approx 0.632$. $\mathcal{D}'$ is expected to have 63.2% unique data of $\mathcal{D}$ while the rest are duplicates. After sampling $T$ data sets using bootstrap sampling, we train a classifier on each of the sampled data sets $\mathcal{D}'$ and combine their output by majority voting. For each example $x_i$, its final prediction by Bagging is the class label with the highest number of predictions made by base classifiers.

We need to be careful in selecting learning algorithms to train base classifiers in Bagging. As $\mathcal{D}'$ has 63.2% overlap with the original data set $\mathcal{D}$, if the learning algorithm is insensitive to the change on training data, all the base classifiers will output similar predictions. Then the combination of these base classifiers cannot improve the performance of ensemble. To ensure high diversity of base classifiers, Bagging prefers unstable learning algorithms such as Neural Networks, Decision Trees rather than stable learning algorithms such as K-Nearest Neighbor.

Typically, Bagging adopts majority voting to combine base classifiers. However, if the base classifiers output prediction confidence, weighted voting or other combination methods are also possible. If the size of data set is relatively small, it is not easy to get base classifiers with high diversity because base classifiers’ diversity mainly comes from data sample manipulation. In such cases, we could consider to introduce more randomness, such as using different learning algorithms in base models.

**Example.** We demonstrate Bagging step by step using the toy example shown in Table 19.2. In this experiment, we set $T = 5$ and $|\mathcal{D}'|=|\mathcal{D}|=10$. Therefore, we construct five training sets and each one of them contains ten random examples. Since we draw samples with replacement, it is possible to have some examples repeating in the training set. We then learn base classifiers from these training sets. Table 19.9 shows the training data for each round and the prediction result of the base classifier applied on the corresponding training set.

Based on the base model output shown in Table 19.9, we can calculate the final result by majority voting. For example, for $x = 1$, there are three classifiers that predict its label to be $+1$ and two classifiers that predict its label as $-1$, so its final predicted label is $+1$. The label predictions made by Bagging on this example dataset are shown in Table 19.10.

We can see that only one point ($x = 4$) is incorrectly classified (highlighted in the table). The ensemble classifier has an error rate of only 0.1, so Bagging achieves better performance than the base models.


**Algorithm 19.3 Bagging Algorithm**

**Input:** Training data $D = \{(x_i, y_i)\}_{i=1}^m$ ($x_i \in \mathbb{R}^n$, $y_i \in \mathcal{Y}$)

**Output:** An ensemble classifier $H$

1. for $t \leftarrow 1$ to $T$
   2. Construct a sample data set $D_t$ by randomly sampling with replacement in $D$
   3. Learn a base classifier $h_t$ based on $D_t$
   4. end for
5. return $H(x) = \arg\max_{y \in \mathcal{Y}} \sum_{t=1}^T I(h_t(x) = y)$

---

<table>
<thead>
<tr>
<th>Table 19.9: Training Sets and Base Model Predictions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
</tr>
<tr>
<td>----------</td>
</tr>
<tr>
<td>x</td>
</tr>
<tr>
<td>y</td>
</tr>
</tbody>
</table>

---

**19.3.2 Random Forest**

Random Forest [13, 45] can be regarded as a variant of Bagging approach. It follows the major steps of Bagging and uses decision tree algorithm to build base classifiers. Besides Bootstrap sampling and majority voting used in Bagging, Random Forest further incorporates random feature space selection into training set construction to promote base classifiers’ diversity.

Specifically, the following describes the general procedure of Random Forest algorithm:

- Given $D = \{(x_i, y_i)\}_{i=1}^m$, we construct a Bootstrap data set $D'$ by random sampling with replacement.

- Build a decision tree on $D'$ by applying `LearnDecisionTree` function and passing the following parameters `LearnDecisionTree(data = D', iteration = 0, ParentNode = root)`. `LearnDecisionTree` is a recursive function that takes the dataset, iteration step, and parent node index as input and returns a partition of the current dataset.

Specifically, `LearnDecisionTree` function conducts the following steps at each node:

- Check whether the stopping criterion is satisfied. Usually we can choose one or multiple choices of the following criteria: a) All the examples at the current node have the same class label; b) the impurity of current node is below a certain threshold (impurity can be represented by entropy, Gini index, misclassification rate or other measures; more details will be discussed later); c) there are no more features available to split the data at the current node to improve the impurity; or d) the height of the tree is greater than a pre-defined number. If the stopping criterion is satisfied, then we stop growing the tree, otherwise, continue as follows.

- Randomly sample a subset of $n'$ features from the whole feature space $\mathbb{R}^n$ so that each example becomes $\{(x'_i, y_i)\}$ where $x'_i \in \mathbb{R}^{n'}$ and $n' \leq n$. We denote the dataset in the subspace as $\hat{D}_{\text{current}}$.

- Find the best feature $q^*$ to split the current dataset that achieves the biggest gain in impurity. Specifically, suppose $i(node)$ denotes the impurity of a node, and `LeftChildCode`
TABLE 19.10: Ensemble Output by Bagging

<table>
<thead>
<tr>
<th>x</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>y</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
</tbody>
</table>

and RightChildNode are the child nodes of the current node. We are trying to find a feature \( q^* \) to maximize \( i(\text{node}) - P_L \cdot i(\text{LeftChildNode}) - P_R \cdot i(\text{RightChildNode}) \), where \( P_L \) and \( P_R \) are the fraction of the data that go to the corresponding child node if the split feature \( q^* \) is applied. We can use one of the following impurity measures: a) Entropy: \( i(\text{node}) = -\sum_{y_i \in Y} p(y_i) \log p(y_i) \); b) Gini index: \( i(\text{node}) = 1 - \sum_{y_i \in Y} p(y_i)^2 \); c) misclassification rate: \( i(\text{node}) = 1 - \max_{y_i \in Y} p(y_i) \).

• After we select the splitting feature, we will split the data at the current node \( v \) into two parts and assign them to its child nodes \( \text{LeftChildNode} \) and \( \text{RightChildNode} \). We denote these two datasets as \( D_L \) and \( D_R \). Label \( v \) is the parent node of \( \text{LeftChildNode} \) and \( \text{RightChildNode} \) under the split feature \( q^* \).

• Call the function \( \text{LearnDecisionTree}(D_L, \text{iteration} = \text{iteration} + 1, \text{ParentNode} = v) \) and \( \text{LearnDecisionTree}(D_R, \text{iteration} = \text{iteration} + 1, \text{ParentNode} = v) \) to continue the tree construction.

Random Forest algorithm builds multiple decision trees following the above procedure and takes majority voting of the prediction results of these trees. The algorithm is summarized in Algorithm 19.4. To incorporate diversity into the trees, Random Forest approach differs from the traditional decision tree algorithm in the following aspects when building each tree: First, it infers the tree from a Bootstrap sample of the original training set. Second, when selecting the best feature at each node, Random Forest only considers a subset of the feature space. These two modifications of decision tree introduce randomness into the tree learning process, and thus increase the diversity of base classifiers. In practice, the dimensionality of the selected feature subspace \( n' \) controls the randomness. If we set \( n' = n \) where \( n \) is the original dimensionality, then the constructed decision tree is the same as the traditional deterministic one. If we set \( n' = 1 \), at each node, only one feature will be randomly selected to split the data, which leads to a completely random decision tree. In [13], it was suggested that \( n' \) could be set as the logarithm of the dimensionality of original feature space, i.e., \( n' = \log(n) \).

Note that although the subset of feature space is randomly selected, the choice of the feature used to split a node is still deterministic. In [56], the authors introduce the VR-tree ensemble method, which further randomizes the selection of features to split nodes. At each node, a Boolean indicator variable is adopted: If the indicator variable is true, the node will be constructed in the deterministic way, i.e., among all possible features, we select the one that achieves the biggest impurity gain; if the indicator variable is false, a feature will be randomly selected to split the node. If the feature space is large, this will benefit the learning process by reducing the computation cost and increasing the diversity among all decision trees.

In practice, Random Forest is simple yet powerful. The diversity among the trees ensures good performance of Random Forest. By tuning the subspace dimensionality \( n' \), different tradeoffs between computation resources and diversity degrees can be achieved. The decision tree building process can be implemented in parallel to reduce running time. There are other variations of Random Forest approaches that have been demonstrated to be effective in density estimation [31, 55] and anomaly detection [57].
Algorithm 19.4 Random Forest

**Input:** Training data \( \mathcal{D} = \{ x_i, y_i \}_{i=1}^m \) (\( x_i \in \mathbb{R}^n, y_i \in \mathcal{Y} \))

**Output:** An ensemble classifier \( H \)

1. for \( t \leftarrow 1 \) to \( T \) do
2. Construct a sample data set \( \mathcal{D}_t \) by randomly sampling with replacement in \( \mathcal{D} \)
3. Learn a decision tree \( h_t \) by applying \( \text{LearnDecisionTree}(\mathcal{D}_t, \text{iteration} = 0, \text{ParentNode} = \text{root}) \):
4. If stop criterion is satisfied, return
5. Randomly sample features in the whole feature space \( \mathbb{R}^n \) to get a new data set \( \mathcal{D}_{\text{current}} = \text{RandomSubset}(\mathcal{D}_{\text{current}}) \)
6. Find the best feature \( q^* \) according to impurity gain
7. Split data \( (\mathcal{D}_L, \mathcal{D}_R) = \text{split}(\mathcal{D}_{\text{current}}, q^*) \)
8. Label the new parent node \( v = \text{parent.newchild}(q^*) \)
9. Conduct \( \text{LearnDecisionTree}(\mathcal{D}_L, \text{iteration} = \text{iteration} + 1, \text{ParentNode} = v) \) and \( \text{LearnDecisionTree}(\mathcal{D}_R, \text{iteration} = \text{iteration} + 1, \text{ParentNode} = v) \)
10. end for
11. return \( H(x) = \arg \max_{y \in \mathcal{Y}} \sum_{t=1}^T 1(h_t(x) = y) \)

19.4 Boosting

Boosting is a widely used ensemble approach, which can effectively boost a set of weak classifiers to a strong classifier by iteratively adjusting the importance of examples in the training set and learning base classifiers based on the weight distribution. In this section, we review the general procedure of Boosting and its representative approach: AdaBoost.

19.4.1 General Boosting Procedure

We wish to learn a strong classifier that has good generalization performance, but this is a difficult task. In contrast, weak classifiers, which have performance only comparable to random guessing, are much easier to obtain. Therefore, people wonder if it is possible to use a set of weak classifiers to create a single strong classifier [48]. More formally speaking, are weakly learnable and strongly learnable equivalent? In [69], it was proved that the answer to this question is yes, and this motivates the development of Boosting.

Boosting is a family of algorithms that could convert weak classifiers to a strong one [70]. The basic idea of Boosting is to correct the mistakes made in weak classifiers gradually. Let’s consider a binary classification task, in which the training set only has three examples, \( x_1, x_2, \) and \( x_3 \). Boosting starts with a base classifier, say \( h_1 \). Suppose \( h_1 \) makes correct predictions on \( x_1 \) and \( x_2 \), but predicts wrongly on \( x_3 \). (Note that in this binary classification task, we can always find base classifiers with \( \frac{1}{3} \) error rate. If the error rate of some weak classifier is \( \frac{2}{3} \), by simply flipping, we can get base classifiers with \( \frac{1}{3} \) error rate.) From \( h_1 \), we can derive a weight distribution for training examples to make the wrongly-classified examples more important. In this example, as \( h_1 \) makes an error with \( x_3 \), the weight distribution will assign a higher value to \( x_3 \). Based on this weight distribution, we train another classifier, say \( h_2 \). Now suppose \( h_2 \) misclassifies \( x_2 \) and the weight distribution will be adjusted again: The weight for \( x_2 \) is increased while \( x_1 \)’s weight is decreased and \( x_3 \) has the lowest weight. According to the updated weight distribution, another classifier \( h_3 \) is obtained. By combing \( h_1, h_2 \) and \( h_3 \), we can get a strong classifier that makes correct predictions for all the three training examples.
As summarized in Algorithm 19.5, Boosting approaches learn different weak classifiers iteratively by adjusting the weight of each training example. During each round, the weight of misclassified data will be increased and base classifiers will focus on those misclassified ones more and more. Under this general framework, many Boosting approaches have been developed, including AdaBoost [34], LPBoost [6], BrownBoost [32] and LogitBoost [71]. In the following, we will discuss the most widely used Boosting approach, Adaboost, in more detail.

19.4.2 AdaBoost

We will first describe AdaBoost in the context of binary classification. Given a training set $\mathcal{D} = \{x_i, y_i\}_{i=1}^m$ ($x_i \in \mathbb{R}^n$, $y_i \in \{+1, -1\}$), our goal is to learn a classifier that could classify unseen data with high accuracy. AdaBoost [34, 66] derives an ensemble model $H$ by combining different weak classifiers. During the training process, the weight of each training example is adjusted based on the learning performance in the previous round, and then the adjusted weight distribution will be fed into the next round. This is equivalent to inferring classifiers from training data that are sampled from the original data set based on the weight distribution.

The detailed procedure of AdaBoost is discussed as follows. At first, the weight distribution $W$ is initialized as $W_1(i) = \frac{1}{m}$, i.e., we initialize $W_1$ by uniform distribution when no prior knowledge is provided. We learn a base classifier $h_t$ at each iteration $t$, given the training data $\mathcal{D}$ and weight distribution $W_t$. Among all possible $h \in \mathcal{H}$, we choose the best one that has the lowest classification error. In binary classification ($\mathcal{Y}' = \{+1, -1\}$), if a classifier $h$ has worse performance than random guessing (error rate $\epsilon(h) \geq 0.5$), by simply flipping the output, we can turn $h$ into a good classifier with a training error $1 - \epsilon(h)$. In this scenario, choosing the best classifier is equivalent to picking either the best or worst one by considering all $h \in \mathcal{H}$. Without loss of generality, we assume that all the base classifiers have better performance compared with random guessing, i.e., $\epsilon(h) \leq 0.5$. At each round, we pick the best model that minimizes the training error.

AdaBoost algorithm adopts weighted voting strategy to combine base classifiers. We derive a base classifier $h_t$ at iteration $t$ and calculate its weight in combination as

$$\alpha_t = \frac{1}{2} \ln \frac{1 - \epsilon(h_t)}{\epsilon(h_t)},$$

which is computed according its training error. This weight assignment has the following properties: 1) if $\epsilon(h_1) \leq \epsilon(h_2)$, then we have $\alpha_{h_1} \geq \alpha_{h_2}$, i.e., a higher weight will be assigned to the classifier with smaller training error; and 2) as $\epsilon(h_t) \leq 0.5$, $\alpha_t$ is always positive.

An important step in each round of AdaBoost is to update the weight distribution of training examples based on the current base classifier according to the update equation

$$W_{t+1}(i) = \frac{W_t(i) \exp\{-\alpha_t \cdot h_t(x_i)y_i\}}{Z_t},$$
where $Z_t = \sum_{i=1}^{m} W_t(i) \exp\{-\alpha_t \cdot h_t(x_i)y_i\}$ is a normalization term to ensure that the sum of $W_{t+1}(i)$ is 1. From this equation, we can see that if a training example is misclassified, its weight will be increased and then in the next iteration the classifier will pay more attention to this example. Instead, if an example is correctly classified, its corresponding weight will decrease. Specifically, if $x_i$ is wrongly classified, $h_t(x_i) \cdot y_i = -1$ and $\alpha_t \geq 0$ so that $-\alpha_t \cdot h_t(x_i)y_i$ is positive. As $\exp\{-\alpha_t \cdot h_t(x_i)y_i\} > 1$, the new weight $W_{t+1}(i) > W_t(i)$. Similarly, we can see that if $x_i$ is correctly classified, $W_{t+1}(i) < W_t(i)$, i.e., the new weight decreases.

The above procedure constitutes one iteration in AdaBoost. We repeat these steps until some stopping criterion is satisfied. We can set the number of iterations $T$ as the stop criterion, or simply stop when we cannot find a base classifier that is better than random guessing. The whole algorithm is summarized in Algorithm 19.6.

---

### Algorithm 19.6 AdaBoost in Binary Classification

**Input:** Training data $\mathcal{D} = \{(x_i, y_i)\}_{i=1}^{m} (x_i \in \mathbb{R}^n, y_i \in \{+1, -1\})$

**Output:** An ensemble classifier $H$

1. Initialize the weight distribution $W_1(i) = \frac{1}{m}$
2. for $t \leftarrow 1$ to $T$
   3. Learn a base classifier $h_t = \arg\min_h \varepsilon(h)$ where $\varepsilon(h) = \sum_{i=1}^{m} W_t(i) \cdot \mathbf{1}(h(x_i) \neq y_i)$
   4. Calculate the weight of $h_t$: $\alpha_t = \frac{1}{2} \ln \frac{1}{\varepsilon(h_t)}$
   5. Update the weight distribution of training examples: $W_{t+1}(i) = \frac{W_t(i) \exp\{-\alpha_t \cdot h_t(x_i)y_i\}}{\sum_{i=1}^{m} W_t(i) \exp\{-\alpha_t \cdot h_t(x_i)y_i\}}$
3. end for
4. return $H = \sum_{t=1}^{T} \alpha_t \cdot h_t$

---

As misclassified data receive more attention during the learning process, AdaBoost can be sensitive to noise and outliers. When applying to noisy data, the performance of AdaBoost may not be satisfactory. In practice, we may alleviate such a problem by stopping early (set $T$ as a small number), or reducing the weight increase on misclassified data. Several follow-up approaches have been developed to address this issue. For example, MadaBoost [24] improves AdaBoost by depressing large weights, and FilterBoost [10] adopts log loss functions instead of exponential loss functions.

Now let us see how to extend AdaBoost to multi-classification in which $Y = \{1, 2, \ldots, K\}$. We can generalize the above algorithm [33] by changing the way of updating weight distribution: If $h_t(x_i) = y_i$, then $W_{t+1}(i) = \frac{W_t(i) \exp\{-\alpha_t\}}{Z_t}$; else, $W_{t+1}(i) = \frac{W_t(i) \exp\{\alpha_t\}}{Z_t}$. With this modification, we can directly apply the other steps in AdaBoost on binary classification to the multi-class scenario if the base classifiers can satisfy $\varepsilon(h) < 0.5$. However, when there are multiple classes, it may not be easy to get weak classifiers with $\varepsilon(h) < 0.5$. To overcome this difficulty, an alternative way is to convert multi-class problem with $K$ classes into $K$ binary classification problems [72], each of which determines whether $x$ belongs to the $k$-th class or not.

Note that the algorithm requires that the learning algorithm that is used to infer base classifiers should be able to learn on training examples with weights. If the learning algorithm is unable to learn from weighted data, an alternative way is re-sampling, which samples training data according to the weight distribution and then applies the learning algorithm. Empirical results show that there is no clear performance difference between learning with weight distribution and re-sampling training data.

There are many theoretical explanations to AdaBoost and Boosting. In [71] a margin-based explanation to AdaBoost was introduced, which has nice geometric intuition. Meanwhile, it was shown that AdaBoost algorithm can be interpreted as a stagewise estimation procedure for fitting an additive logistic regression model [71]. As for Boosting, population theory was proposed [14] and it was considered as the Gauss-Southwell minimization of a loss function [7].

**Example.** We demonstrate AdaBoost algorithm using the data set in Table 19.2. In this example, we
still set $T = 3$. At each round, we learn a base classifier on the original data, and then calculate $\alpha_t$ based on weighted error rate. Next, we update weight distribution $W_{t+1}(i)$ as described in Algorithm 19.6. We repeat this procedure for $T$ times. Table 19.11 shows the training data for each round and the results of the base classifiers.

### Table 19.11: AdaBoost Training Data and Prediction Results

<table>
<thead>
<tr>
<th>$t$</th>
<th>Weak Classifier $h_t$</th>
<th>$\alpha_t$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$x$</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td></td>
<td>$y$</td>
<td>+1 +1 +1 -1 -1 -1 -1 -1 -1 -1</td>
</tr>
<tr>
<td></td>
<td>$W_t$</td>
<td>0.07 0.07 0.07 0.07 0.07 0.07 0.17 0.17 0.17</td>
</tr>
<tr>
<td>2</td>
<td>$x$</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td></td>
<td>$y$</td>
<td>-1 -1 -1 -1 -1 -1 +1 +1 +1</td>
</tr>
<tr>
<td></td>
<td>$W_t$</td>
<td>0.17 0.17 0.17 0.04 0.04 0.04 0.11 0.11 0.11</td>
</tr>
<tr>
<td>3</td>
<td>$x$</td>
<td>1 2 3 4 5 6 7 8 9 10</td>
</tr>
<tr>
<td></td>
<td>$y$</td>
<td>+1 +1 +1 +1 +1 +1 +1 +1 +1 +1</td>
</tr>
<tr>
<td></td>
<td>$W_t$</td>
<td>0.10 0.10 0.10 0.12 0.12 0.12 0.07 0.07 0.07</td>
</tr>
</tbody>
</table>

At the first round, the base classifier makes errors on points $x = 8, 9, 10$, so these examples’ weights increase accordingly. Then at Round 2, the base classifier pays more attention to these points and classifies them correctly. Since points $x = 4, 5, 6, 7$ are correctly predicted by both classifiers, they are considered “easy” and have lower weights, i.e., lower penalty if they are misclassified. From Table 19.11, we can construct an ensemble classifier as shown in Table 19.12, which makes correct predictions on all the examples.

### Table 19.12: Ensemble Predictions Made by AdaBoost

<table>
<thead>
<tr>
<th>$x$</th>
<th>1 2 3 4 5 6 7 8 9 10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$y$</td>
<td>+1 +1 +1 -1 -1 -1 -1 -1 +1 +1</td>
</tr>
</tbody>
</table>

### 19.5 Stacking

In this section, we introduce Stacked Generalization (Stacking), which learns an ensemble classifier based on the output of multiple base classifiers.

#### 19.5.1 General Stacking Procedure

We discussed Bagging and Boosting in the previous sections. Bagging adopts Bootstrap sampling to learn independent base learners and takes the majority as final prediction. Boosting updates weight distribution each round, learns base classifiers accordingly, and then combines them according to their corresponding accuracy. Different from these two approaches, Stacking [12, 68, 89] learns a high-level classifier on top of the base classifiers. It can be regarded as a meta learning approach in which the base classifiers are called first-level classifiers and a second-level classifier is learnt to combine the first-level classifiers.

The general procedure of Stacking is illustrated in Algorithm 19.7 [90], which has the following three major steps:

- Step 1: Learn first-level classifiers based on the original training data set. We have several
Algorithm 19.7 Stacking

Input: Training data \( \mathcal{D} = \{ (x_i, y_i) \}_{i=1}^{m} \) (\( x_i \in \mathbb{R}^n \), \( y_i \in \mathcal{Y} \))

Output: An ensemble classifier \( H \)

1: Step 1: Learn first-level classifiers
2: for \( t \leftarrow 1 \) to \( T \) do
3: Learn a base classifier \( h_t \) based on \( \mathcal{D} \)
4: end for
5: Step 2: Construct new data sets from \( \mathcal{D} \)
6: for \( i \leftarrow 1 \) to \( m \) do
7: Construct a new data set that contains \( \{ x'_i, y_i \} \) where \( x'_i = \{ h_1(x_i), h_2(x_i), \ldots, h_T(x_i) \} \)
8: end for
9: Step 3: Learn a second-level classifier
10: Learn a new classifier \( h' \) based on the newly constructed data set
11: return \( H(x) = h'(h_1(x), h_2(x), \ldots, h_T(x)) \)

choices to learn base classifiers: 1) We can apply Bootstrap sampling technique to learn independent classifiers; 2) we can adopt the strategy used in Boosting, i.e., adaptively learn base classifiers based on data with a weight distribution; 3) we can tune parameters in a learning algorithm to generate diverse base classifiers (homogeneous classifiers); 4) we can apply different classification methods and/or sampling methods to generate base classifiers (heterogeneous classifiers).

- Step 2: Construct a new data set based on the output of base classifiers. Here, the output predicted labels of the first-level classifiers are regarded as new features, and the original class labels are kept as the labels in the new data set. Assume that each example in \( \mathcal{D} \) is \( \{ x_i, y_i \} \). We construct a corresponding example \( \{ x'_i, y_i \} \) in the new data set, where \( x'_i = \{ h_1(x_i), h_2(x_i), \ldots, h_T(x_i) \} \).

- Step 3: Learn a second-level classifier based on the newly constructed data set. Any learning method could be applied to learn the second-level classifier.

Once the second-level classifier is generated, it can be used to combine the first-level classifiers. For an unseen example \( x \), its predicted class label of stacking is \( h'(h_1(x), h_2(x), \ldots, h_T(x)) \), where \( \{ h_1, h_2, \ldots, h_T \} \) are first-level classifiers and \( h' \) is the second-level classifier.

We can see that Stacking is a general framework. We can plug in different learning approaches or even ensemble approaches to generate first or second level classifiers. Compared with Bagging and Boosting, Stacking “learns” how to combine the base classifiers instead of voting.

Example. We show the basic procedure of Stacking using the data set in Table 19.2. We set \( T = 2 \) at the first step of Algorithm 19.7 and show the results of the two base classifiers trained on original data in Table 19.13.

| Table 19.13: Stacking Step 1 on the Toy Example |
|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|-------------|
| \( t \) | Weak Classifier \( h_t \) | \( x \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| \( y \) | \( +1 \) | \( +1 \) | \( +1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) |
| \( x \) | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| \( y \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( -1 \) | \( +1 \) | \( +1 \) | +1 |

Then we can construct a new data set based on the output of base classifiers. Since there are two
base classifiers, our new \( x'_i \) has two dimensions: \( x'_i = (x^1_i, x^2_i) \), where \( x^1_i \) is \( x_i \)'s predicted label from the first classifier, and \( x^2_i \) is the predicted label from the second classifier. The new data set is shown in Table 19.14.

**TABLE 19.14: Stacking Step 2 on the Toy Example**

<table>
<thead>
<tr>
<th>( x )</th>
<th>(1, -1)</th>
<th>(1, -1)</th>
<th>(1, -1)</th>
<th>(-1, -1)</th>
<th>(-1, -1)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y )</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
</tr>
<tr>
<td>( x )</td>
<td>(-1, -1)</td>
<td>(-1, -1)</td>
<td>(-1, 1)</td>
<td>(-1, 1)</td>
<td>(-1, 1)</td>
</tr>
<tr>
<td>( y )</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
</tbody>
</table>

Note that in the illustrations of various ensemble algorithms on this toy example shown in the previous sections, we always use one-dimensional data on which we simply apply a threshold-based classifier. In this Stacking example, we can easily extend the threshold-based classifier to two dimensions:

\[
h(x) = \begin{cases} 
-1, & \text{if } x^1 = -1 \text{ and } x^2 = -1 \\
+1, & \text{otherwise.}
\end{cases} \tag{19.4}
\]

The final results on the toy example obtained by this second-level classifier are shown in Table 19.15. We can see that the ensemble classifier classifies all the points correctly.

**TABLE 19.15: Stacking Final Result on the Toy Example**

<table>
<thead>
<tr>
<th>( x )</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>( y )</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>+1</td>
</tr>
</tbody>
</table>

### 19.5.2 Stacking and Cross-Validation

In Algorithm 19.7, we use the same data set \( D \) to train first-level classifiers and prepare training data for second-level classifiers, which may lead to over-fitting. To solve this problem, we can incorporate the idea of cross validation [49] in stacking. \( K \)-fold cross validation is the most commonly used technique to evaluate classification performance. To evaluate the prediction ability of a learning algorithm, we conduct the following \( K \)-fold cross validation procedure: We partition training data into \( K \) disjoint subsets and run the learning algorithm \( K \) times. Each time we learn a classifier from \( K - 1 \) subsets and use the learnt model to predict on the remaining one subset and obtain the learning accuracy. The final prediction accuracy is obtained by averaging among the \( K \) runs.

As shown in Algorithm 19.8, the idea of cross validation can be combined with Stacking to avoid using the same training set for building both first and second level classifiers. Instead of using all the training examples to get first-level classifiers, we now partition data in \( D \) into \( K \) subsets and get \( K \) classifiers, each of which is trained only on \( K - 1 \) subsets. Each classifier is applied to the remaining one subset and the output of all the first-level classifiers constitute the input feature space for the second-level classifier. Note that over-fitting is avoided because the data to train first-level classifiers and the data to receive predicted labels from first-level classifiers are different. After we build the second-level classifier based on the first-level classifiers’ predicted labels, we can re-train first-level classifiers on the whole training set \( D \) so that all the training examples are used. Applying the second-level classifier on the updated first-level classifier output will give us the final ensemble output.
Algorithm 19.8 Stacking with K-fold Cross Validation

**Input:** Training data \( \mathcal{D} = \{x_i,y_i\}_{i=1}^{m} (x_i \in \mathbb{R}^n, y_i \in \mathcal{Y}) \)

**Output:** An ensemble classifier \( H \)

1. Step 1: Adopt cross validation approach in preparing a training set for second-level classifier
2. Randomly split \( \mathcal{D} \) into \( K \) equal-size subsets: \( \mathcal{D} = \{\mathcal{D}_1, \mathcal{D}_2, \ldots, \mathcal{D}_K\} \)
3. for \( k \leftarrow 1 \) to \( K \) do
4.   Step 1.1: Learn first-level classifiers
5.   for \( t \leftarrow 1 \) to \( T \) do
6.     Learn a classifier \( h_{kt} \) from \( \mathcal{D} \setminus \mathcal{D}_k \)
7.   end for
8.   Step 1.2: Construct a training set for second-level classifier
9.   for \( x_i \in \mathcal{D}_k \) do
10.     Get a record \( \{x'_i,y_i\} \), where \( x'_i = \{h_{k1}(x_i), h_{k2}(x_i), \ldots, h_{kT}(x_i)\} \)
11.   end for
12. end for
13. Step 2: Learn a second-level classifier
14. Learn a new classifier \( h' \) from the collection of \( \{x'_i,y_i\} \)
15. Step 3: Re-learn first-level classifiers
16. for \( t \leftarrow 1 \) to \( T \) do
17.     Learn a classifier \( h_t \) based on \( \mathcal{D} \)
18. end for
19. return \( H(x) = h'(h_1(x), h_2(x), \ldots, h_T(x)) \)

**19.5.3 Discussions**

Empirical results [19] show that Stacking has robust performance and often out-performs Bayesian model averaging. Since its introduction [89], Stacking has been successfully applied to a wide variety of problems, such as regression [12], density estimation [79] and spam filtering [68]. Recently, Stacking has shown great success in the Netflix competition, which was an open competition on using user history ratings to predict new ratings of films. Many of the top teams employ ensemble techniques and Stacking is one of the most popular approaches to combine classifiers among teams. In particular, the winning team [5] adopted Stacking (i.e., blending) to combine hundreds of different models, which achieved the best performance.

There are several important practical issues in Stacking. It is important to consider what types of feature to create for the second-level classifier’s training set, and what type of learning methods to use in building the second-level classifier [89]. Besides using predicted class labels of first-level classifiers, we can consider using class probabilities as features [82]. The advantage of using conditional probabilities as features is that the training set of second-level classifier will include not only predictions but also prediction confidence of first-level classifiers. In [82], the authors further suggest using multi-response linear regression, a variant of least-square linear regression, as the second-level learning algorithm. There are other choices of second-level classification algorithms. For example, Feature-Weighted Linear Stacking [76] combines classifiers using a linear combination of meta features.
19.6 Recent Advances in Ensemble Learning

Ensemble methods have emerged as a powerful technique for improving the robustness as well as the accuracy of base models. In the past decade, there have been numerous studies on the problem of combining competing models into a committee, and the success of ensemble techniques has been observed in multiple disciplines and applications. In this section, we discuss several advanced topics and recent development in the field of ensemble learning.

**Ensemble Learning Techniques.** We have discussed the variants and follow-up work of bagging, boosting, Bayesian model averaging, and stacking in the previous sections. Besides these approaches, some other techniques have been developed to generate an ensemble model. In [36], an importance sampling learning ensemble (ISLE) framework was proposed to provide a unified view of existing ensemble methods. Under this framework, an ensemble model is a linear model in a very high dimensional space in which each point in the space represents a base model and the coefficients of the linear model represent the model weights. The ISLE framework provides a way to sample various “points” in the hypothesis space to generate the base models, and then we can learn the model coefficients using regularized linear regression. Based on this ISLE framework, a rule ensemble approach [37] has been proposed to combine a set of simple rules. Each rule consists of a conjunction of statements based on attribute values, and thus the advantage of rule ensemble technique is that it provides a much more interpretable model compared with other ensemble approaches. In [29, 84], the authors analyze ensemble of kernel machines such as SVM. Especially in [84], the authors suggest two ways to develop SVM-based ensemble approaches from the error decomposition point of view: One is to employ low-bias SVMs as base learners in a bagged ensemble, and the other is to apply bias-variance analysis to construct a heterogeneous, diverse set of accurate and low-bias classifiers. In recent years, there have been many tutorials, surveys, and books on ensemble learning [4, 23, 43, 52, 63, 74, 75, 90], that summarize methodologies, analysis, and applications of various ensemble learning approaches.

**Performance Analysis.** There have been many efforts on analyzing the performance of ensemble approaches. The main theory developed to explain the success of ensemble learning is based on bias-variance error decomposition [27]. Specifically, the prediction error of a learning algorithm can be expressed as the sum of three non-negative errors: Intrinsic noise, bias, and variance. Intrinsic noise is unavoidable error of the task, bias is the difference between the expected output and the true value, and variance measures the fluctuations in the predictions using different training sets of the same size. Under this error decomposition framework, bagging is an approach that greatly reduces variance especially when its base classifiers are unstable with large variance, and boosting reduces both bias and variance on weak classifiers. There is analysis of bias-variance decomposition on other ensemble methods, such as neural networks [83] and SVM [84]. The effectiveness of ensemble approaches can also be explained from the perspective of learning margins, i.e., ensemble approaches can enlarge the margin and thus improve the generalization abilities [59].

**Ensemble Diversity and Pruning.** As the diversity of base models plays an important role in building a good ensemble model, many approaches have been proposed to create or select a set of diverse base models for ensemble learning. In [60], a set of diverse models are constructed using artificially constructed training examples. We may want to remove the models that are inaccurate or redundant. In [54, 81], several diversity measures are studied and their relationships with classification accuracy are explored. A special issue of the journal *Information Fusion* was dedicated to the issue of diversity in ensemble learning [53]. After generating a set of base classifiers, we can still remove inaccurate, irrelevant, or redundant ones to ensure better ensemble quality. Moreover, reducing the size of the ensemble can help alleviate the usage of storage and computational resources. Therefore, another line of research is to select a subset of classifiers from the whole collection so
that the combination of the selected classifiers can achieve comparable or even better performance compared with the ensemble using all the classifiers. These approaches are usually referred to as ensemble pruning, which can be roughly categorized into the following groups [90]: 1) Ordering-based pruning, which orders the models according to a certain criterion and then selects the top models, 2) clustering-based pruning, which clusters similar models and prunes within each cluster to maintain a set of diverse models, and 3) optimization-based pruning, which tries to find a subset of classifiers by optimizing a certain objective function with regard to the generalization ability of the ensemble built on selected classifiers.

**Ensemble Learning in Different Scenarios.** Ensemble learning has also been studied in the context of challenging learning scenarios. In a stream environment where data continuously arrive, some ensemble approaches [38, 39, 50, 73, 86] have been developed to handle concept drifts, i.e., the fact that data distributions change over time. Many classification tasks encounter the class imbalance problem in which examples from one class dominate the training set. Classifiers learnt from this training set will perform well on the majority class but poorly on the other classes [87]. One effective technique to handle class imbalance is to create a new training set by over-sampling minority examples or under-sampling majority examples [3, 16]. Naturally such sampling techniques can be combined with ensemble approaches to improve the performance of the classifier on minority examples [17, 39, 44]. Ensemble methods have also been adapted to handle cost-sensitive learning [25, 30, 85], in which misclassification on different classes incurs different costs and the goal is to minimize the combined cost. Moreover, ensemble learning has been shown to be useful in not only classification, but also many other learning tasks and applications. One very important lesson learnt from the widely known Netflix competition is the effectiveness of ensemble techniques in collaborative filtering [5, 51]. The top teams all somewhat involve blending the predictions of a variety of models that provide complementary predictive powers. In unsupervised learning tasks such as clustering, many methods have been developed to integrate various clustering solutions into one clustering solution by reaching consensus among base models [41, 80]. Recently, people began to explore ensemble learning techniques for combining both supervised and unsupervised models [2, 40, 58]. The objective of these approaches is to reach consensus among base models considering both predictions made by supervised models and clustering constraints given by unsupervised models. Another relevant topic is multi-view learning [9, 18, 77, 78], which assumes different views share similar target functions and learns classifiers from multiple views of the same objects by minimizing classification error as well as inconsistency among classifiers.

**19.7 Conclusions**

In this chapter, we gave an overview of ensemble learning techniques with a focus on the most popular methods including Bayesian model averaging, bagging, boosting, and stacking. We discussed various base model generation and model combination strategies used in these methods. We also discussed advanced topics in ensemble learning including alternative techniques, performance analysis, ensemble pruning and diversity, and ensemble used in other learning tasks.

Although the topic of ensemble learning has been studied for decades, it still enjoys great attention in many different fields and applications due to its many advantages in various learning tasks. Nowadays, rapidly growing information and emerging applications continuously pose new challenges for ensemble learning. In particular, the following directions are worth investigating in the future:

- Big data brings big challenges to data analytics. Facing the daunting scale of big data, it is important to adapt ensemble techniques to fit the needs of large-scale data processing.
For example, ensemble models developed on parallel processing and streaming platforms are needed.

• Another important issue in ensemble learning is to enhance the comprehensibility of the model. As data mining is used to solve problems in different fields, it is essential to have the results interpretable and accessible to users with limited background knowledge in data mining.

• Although numerous efforts on theoretical analysis of ensemble learning have been made, there is still a largely unknown space to explore to fully understand the mechanisms of ensemble models. Especially the analysis so far has been focusing on traditional approaches such as bagging and boosting, but it is also important to explain ensemble approaches from theoretical perspectives in emerging problems and applications.

New methodologies, principles, and technologies will be developed to address these challenges in the future. We believe that ensemble learning will continue to benefit real-world applications in providing an effective tool to extract highly accurate and robust models from gigantic, noisy, dynamically evolving, and heterogeneous data.
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20.1 Introduction

Consider an input space $X$ and an output space $Y$, where one would like to see an example from input space $X$ and automatically predict its output. In traditional supervised learning, a learning algorithm is typically given a training set of the form $\{(x_i, y_i)\}_{i=1}^l$, where each pair $(x_i, y_i) \in X \times Y$ is drawn independently at random according to an unknown joint probability distribution $P_{X,Y}$. In the case of a supervised classification problem, $Y$ is a finite set of class labels and the goal of the
learning algorithm is to construct a function \( g : X \rightarrow \mathcal{Y} \) that predicts the label \( y \) given \( x \). For example, consider the problem of predicting if an email is a spam email. This is a binary classification problem where \( \mathcal{Y} = \{+1, -1\} \) and the label “+1” corresponds to a spam email and the label “−1” corresponds to a non-spam email. Given a training set of email-label pairs, the learning algorithm needs to learn a function that given a new email, would predict if it is a spam email.

The criterion for choosing this function \( g \) is the low probability of error, i.e., the algorithm must choose \( g \) in such a way that when an unseen pair \((x, y) \in X \times \mathcal{Y}\) is chosen according to \( P_{X \times Y} \) and only \( x \) is presented to the algorithm, the probability that \( g(x) \neq y \) is minimized over a class of functions \( g \in \mathcal{G} \). In this case, the best function that one can hope for is based on the conditional distribution \( P(Y|X) \) and is given by \( \eta(x) = \text{sign}[\mathbb{E}(Y|X=x)] \), which is known as the so-called Bayes optimal classifier. Note that, when a learning algorithm constructs a function \( g \) based on a training set of size \( l \), the function \( g \) is a random quantity and it depends on the training set size \( l \). So it is a better idea to represent the function \( g \) as \( g_l \) to emphasize its dependence on training set size \( l \). A natural question, then, is what properties should one expect from \( g_l \) as the training set size \( l \) increases? A learning algorithm is called consistent if \( g_l \) converges to \( \eta \) (in appropriate convergence mode) as the training set size \( l \) tends to infinity. This is the best one can hope for, as it guarantees that as the training set size \( l \) increases, \( g_l \) converges to the “right” function. Of course, “convergence rate” is also important, which specifies how fast \( g_l \) converges to the right function. Thus, one would always prefer a consistent learning algorithm. It is clear that performance of such an algorithm improves as the training set size increases, or in other words, as we have capacity to label more and more examples.

Unfortunately, in many real world classification tasks, it is often a significant challenge to acquire enough labeled examples due to the prohibitive cost of labeling every single example in a given data set. This is due to the fact that labeling often requires domain specific knowledge and in many cases, a domain expert has to actually look at the data to manually label it! In many real life situations, this can be extremely expensive and time consuming. On the other hand, in many practical situations, a large pool of unlabeled examples are quite easy to obtain at no extra cost as no labeling overhead is involved. Consider the email classification problem again. To figure out if an email is a spam email, someone has to read its content to make the judgment, which may be time consuming (and expensive if one needs to be hired to do this job), while unlabeled emails are quite easy to obtain: just take all the emails from one’s email account.

Traditional supervised classification algorithms only make use of the labeled data, and prove insufficient in the situations where the number of labeled examples are limited, since as pointed out before, performance of a consistent supervised algorithm improves as the number of labeled examples (training set size) increases. Therefore, if only a limited amount of labeled examples is available, performance of supervised classification algorithms may be quite unsatisfactory. As an alternative, semi-supervised learning, i.e., learning from both labeled and unlabeled, data has received considerable attention in recent years due to its potential in reducing the need for expensive labeled data. The hope is that somehow the power of unlabeled examples drawn i.i.d according the marginal distribution \( P_X \) may be exploited to complement the unavailability of labeled examples and design better classification algorithms. This can be justified in many situations, for example, as shown in the following two scenarios.

Consider the first scenario. Suppose in a binary classification problem, only two labeled examples are given, one from each class, as shown in the left panel of Figure 20.1. A natural choice to induce a classifier on the basis of this would be the linear separator as shown by a dotted line in the left panel of Figure 20.1. As pointed out in [8], a variety of theoretical formalisms including Bayesian paradigms, regularization, minimum description length, or structural risk minimization principles, and the like, have been constructed to rationalize such a choice (based on prior notion of simplicity) as to why the linear separator is the simplest structure consistent with the data. Now, consider the situation where, in addition to the two labeled examples, one is given additional unlabeled examples as shown in the right panel of Figure 20.1. It is quite evident that in light of this new
set of unlabeled examples, one must re-evaluate one’s prior notion of simplicity as linear separator is clearly not an ideal choice anymore. The particular geometric structure of the marginal distribution in this case suggests that the most natural classifier is a non-linear one and hence when labeled examples are limited, unlabeled examples can indeed provide useful guidance towards learning a better classifier.

FIGURE 20.1 (See color insert.): Unlabeled examples and prior belief.

Now, consider the second scenario where the focus is again on binary classification. Here suppose the examples are generated according to two Gaussian distributions, one per class, as shown in red and green, respectively, in Figure 20.2. The corresponding Bayes-optimal decision boundary, which classifies examples into the two classes and provides minimum possible error, is shown by the dotted line. The Bayes optimal decision boundary can be obtained from the Bayes rule, if the Gaussian mixture distribution parameters (i.e., the mean and variance of each Gaussian, and the mixing parameter between them) are known. It is well known that unlabeled examples alone, when generated from a mixture of two Gaussians, are sufficient to recover the original mixture components ([41, 42]). However, unlabeled examples alone cannot assign examples to classes. Labeled examples are needed for this purpose. In particular, when the decision regions are already known, only a few labeled examples would be enough to assign examples to classes. Therefore, when an infinite amount of unlabeled examples along with a few labeled examples are available, learning proceeds in two steps: (a) identify the mixture parameters and hence the decision regions from unlabeled examples, (b) use the labeled examples to assign class labels to the learned decision regions in step (a). In practice, a sufficiently large set of unlabeled examples often suffices to estimate the mixture parameters to reasonable accuracy.

The ubiquity and easy availability of unlabeled examples, together with the increased computational power of modern computers, make the paradigm of semi-supervised learning quite attractive in various applications, while connections to natural learning make it also conceptually intriguing. Vigorous research over the last decade in this domain has resulted in several models, numerous associated semi-supervised learning algorithms, and theoretical justifications. To some extent, these efforts have been documented in various dedicated books and survey papers on semi-supervised learning (see e.g., [19, 52, 72, 74, 75]).

What is missing in those documents, however, is a comprehensive treatment of various semi-supervised models, associated algorithms, and their theoretical justifications, in an unified manner. This vast gap is quite conceivable since the field of semi-supervised learning is relatively new and most of the theoretical results in this field are known only recently. The goal of this survey chapter is to close this gap as much as possible. While our understanding of semi-supervised learning is not yet complete, various recent theoretical results provide significant insight towards this direction and it is worthwhile to study these results along with the models and algorithms in an unified manner. To this end, this survey chapter aims, by no means, to cover every single semi-supervised learning algorithm developed in the past. Instead, the modest goal is to cover various popular semi-supervised
FIGURE 20.2: In Gaussian mixture setting, the mixture components can be fully recovered using only unlabeled examples, while labeled examples are used to assign labels to the individual components.

learning models, some representative algorithms within each of these models, and various theoretical justifications for using these models.

20.1.1 Transductive vs. Inductive Semi-Supervised Learning

Almost all semi-supervised learning algorithms can broadly be categorized into two families, namely, transductive and inductive semi-supervised learning algorithms. In a transductive setting, labels of unlabeled examples are estimated by learning a function that is defined only over a given set of labeled and unlabeled examples. In this case, no explicit classification model is developed and as a result, the algorithm cannot infer labels of any unseen example that is not part of this given set of unlabeled examples. That is, there is no out-of-sample extension in this case. In an inductive setting, on the other hand, both labeled and unlabeled examples are used to train a classification model that can infer the label of any unseen unlabeled example outside the training set. As a result, inductive semi-supervised learning algorithms are sometimes referred to as truly semi-supervised learning algorithms.

Because of the ability to handle unseen examples outside the training set, inductive semi-supervised learning algorithms are more preferable. Unfortunately, the majority of the semi-supervised learning algorithms are transductive in nature. The inductive semi-supervised learning algorithms include, e.g., manifold regularization ([8, 55]), transductive support vector machine ([33]) etc.

20.1.2 Semi-Supervised Learning Framework and Assumptions

In standard semi-supervised learning, labeled examples are generated according to the joint probability distribution $P_{X \times Y}$, while the unlabeled examples are generated according to the marginal probability distribution $P_X$. The hope here is that the knowledge of the marginal distribution $P_X$ in the form of unlabeled examples can be exploited for better classifier learning at the cost of a fewer labeled examples. Of course, if there is no identifiable relationship between the marginal distribution $P_X$ and the conditional distribution $P(y|x)$, the knowledge of $P_X$ is unlikely to be of any use and as a result, use of unlabeled examples in learning is questionable. Therefore, in order to make use of unlabeled examples meaningfully, certain assumptions need to be made.

In semi-supervised learning there are broadly two main assumptions.

1. **Manifold Assumption** ([8])
According to this assumption, the marginal distribution $P_X$ is supported on a low dimensional manifold embedded in a high dimensional ambient space. The conditional probability distribution $P(y|x)$ varies smoothly along the geodesics in the intrinsic geometry of $P_X$. In other words, if two points $x_1, x_2 \in X$ are closed in the intrinsic geometry of $P_X$, then the conditional distributions $P(y|x_1)$ and $P(y|x_2)$ are similar and the corresponding labels are also similar.

2. Cluster Assumption \([17]\)

According to this assumption, the marginal density $P_X$ has a cluster (multi-modal) structure, where each cluster has a homogeneous or “pure” label in the sense that marginal density is piecewise constant on each of these clusters. In particular, the cluster assumption can be interpreted as saying that two points are likely to have the same class labels if they can be connected by a path passing through high density regions only. In other words, two high density regions with different class labels must be separated by a low density region.

Both of the above assumptions are based on strong intuition and empirical evidence obtained from real life high dimensional data and have led to development of broad families of semi-supervised learning algorithms, by introducing various data dependent regularizations. For example, various graph-based algorithms, in some way or the other, try to capture the manifold structure by constructing a neighborhood graph whose nodes are labeled and unlabeled examples.

While the majority of the semi-supervised learning algorithms are based on either the manifold assumption or the cluster assumption, there are two other principles that give rise to various other semi-supervised learning algorithms as well. These are:

1. Co-Training

In the co-training model \([10]\), the instance space has two different yet redundant views, where each view in itself is sufficient for correct classification. In addition to that, if the underlying distribution is “compatible” in the sense that it assigns zero probability mass to the examples that differ in prediction according to the two consistent classifiers in those two views, then one can hope that unlabeled examples might help in learning.

2. Generative Model

In the generative model, labeled examples are generated in two steps: first, by randomly selecting a class label, and then in the second step, by selecting an example from this class. The class conditional distributions belong to a parametric family. Given unlabeled examples from the marginal (mixture) distribution, one can hope to learn the parameters by using maximum likelihood estimate as long as the mixture is identifiable, then by using maximum posteriori estimate to infer the label of an unlabeled example.

In the subsequent sections, we discuss in detail various semi-supervised learning algorithms based on manifold/cluster assumption, co-training, and generative models and also provide theoretical justification and relevant results for each of these models.

20.2 Generative Models

Generative models are perhaps the oldest semi-supervised learning methods. In a generative model, labeled instances $(x, y)$ pairs are believed to be generated by a two step process:

- a class of labels $y$ is chosen from a finite number of class labels (in case of binary classification $y \in \{+1, -1\}$) according to probability $p(y)$. 
Generative models assume that marginal distribution $p(x) = \sum_y p(y)p(x|y)$ is an identifiable mixture model and the class conditional distributions $p(x|y)$ are parametric. In particular, the class conditional distributions $p(x|y, \theta)$ are parameterized by parameter vector $\theta$. The parameterized joint distribution then can be written as $p(x,y|\theta) = p(y|\theta)p(x|y, \theta)$. A simple application of Bayes rule suggests that $p(y|x, \theta) = \frac{p(y|x)p(x|y, \theta)}{p(x|\theta)}$. For any $\theta$, the label of any instance $x$ is given by the maximum a posteriori (MAP) estimate $\arg\max_y p(y|x, \theta)$. Since $\theta$ is not known in advance, the goal of the generative semi-supervised learning is to make an estimate $\hat{\theta}$ of the parameter vector $\theta$ from data and then use

$$\hat{y} = \arg\max_y p(y|x, \hat{\theta}).$$

### 20.2.1 Algorithms

A practical semi-supervised learning algorithm under the generative model is proposed in [19, 45] for text classification, where each individual mixture component $p(x|y, \theta)$ is a multinomial distribution over the words in a vocabulary. In order to learn a classifier in this framework, the first step is to estimate the parametric model from data. This is done by maximizing the observable likelihood incorporating $l$ labeled and $u$ unlabeled examples $\arg\max_{\theta} p(\theta)p(x,y|\theta)$, which is equivalent to maximizing the log likelihood:

$$l(\theta) = \log(p(\theta)) + \sum_{i=1}^l \log(p(y_i|\theta) \cdot p(x_i|y_i, \theta)) + \sum_{i=l+1}^{l+u} \log \left( \sum_y (p(y|\theta) \cdot p(x_i|y, \theta)) \right)$$

(20.1)

where the prior distribution is formed with a product of Dirichlet distributions, one for each of the class multinomial distributions and one for the overall class probabilities. Notice that the equation above contains a log of sums for the unlabeled data, which makes maximization by partial derivatives computationally intractable. As an alternative, Expectation-Maximization (EM) algorithm ([28]) is used to maximize Equation 20.1. EM is an iterative hill climbing procedure that finds the local maxima of Equation 20.1 by performing alternative E and M steps until the log likelihood converges. The procedure starts with an initial guess of the parameter vector $\theta$. At any iteration, in the E step, the algorithm estimates the expectation of the missing values (unlabeled class information) given the model parameter estimates in the previous iteration. The M step, on the other hand, maximizes the likelihood of the model parameters using the expectation of the missing values found in the E step. The same algorithm was also used by Baluja ([5]) on a face orientation discrimination task yielding good performance.

If data are indeed generated from an identifiable mixture model and if there is a one-to-one correspondence between mixture components and classes, maximizing observable likelihood seems to be a reasonable approach to finding model parameters, and the resulting classifier using this method performs better than those trained only from labeled data. However, when these assumptions do not hold, the effect of unlabeled data is less clear and in many cases it has been reported that unlabeled data do not help or even degrade performance ([24]).

### 20.2.2 Description of a Representative Algorithm

This section describes the algorithmic details of a semi-supervised learning algorithm using EM under the generative model assumption proposed in [45], which suggests how unlabeled data can be used to improve a text classifier. In this setting, every document is generated according to a probability distribution defined by a set of parameters, denoted by $\theta$. The probability distribution
consists of a mixture of components \( c_j \in \mathcal{C} = \{c_1, \ldots, c_{|\mathcal{C}|}\} \). Each component is parameterized by a disjoint subset of \( \theta \). A document, \( d_i \), is created by first selecting a mixture component according to the mixture weights (or class prior probabilities), \( P(c_j|\theta) \), and then generating a document according to the selected component’s own parameters, with distribution \( P(d_i|c_j; \theta) \). The parameters of an individual mixture component are a multinomial distribution over words, i.e., the collection of word probabilities, each written \( \theta_{w_t|c_j} \), such that \( \theta_{w_t|c_j} = P(w_t|c_j; \theta) \), where \( t = \{1, \ldots, |V|\} \), \( V \) is the size of vocabulary, and \( \sum_{c_j} P(w_t|c_j; \theta) = 1 \). The only other parameters of the model are the mixture weights (class prior probabilities), written as \( \theta_{c_j} \), which indicate the probabilities of selecting the different mixture components. Thus, the complete collection of model parameters, \( \theta \), is a set of multinomials and prior probabilities over those multinomials: \( \theta = \{\theta_{w_t|c_j} : w_t \in V, c_j \in \mathcal{C}; \theta_{c_j} : c_j \in \mathcal{C}\} \).

The classifier used in this approach is a naive Bayes classifier that makes the standard assumption that the words of a document are generated independently of context, that is, independently of the other words in the same document given the class label. Learning a naive Bayes text classifier consists of estimating the parameters of the generative model by using a set of labeled training data, \( \mathcal{D} = \{d_1, \ldots, d_{|\mathcal{D}|}\} \). The estimate of \( \theta \) is written as \( \hat{\theta} \). Naive Bayes uses the maximum a posteriori estimate, thus finding \( \arg \max_\theta P(\theta|\mathcal{D}) \). This is the value of \( \theta \) that is most probable given the evidence of the training data and a prior. Using Bayes rule, this is equivalent to finding \( \arg \max_\theta P(\theta)P(\mathcal{D}|\theta) \).

In semi-supervised setting, only some subset of the documents \( d_i \in \mathcal{D} \setminus \mathcal{D}_l \) come with class labels \( y_i \in \mathcal{C} \), and for the rest of the documents, in subset \( \mathcal{D}' = \mathcal{D} \setminus \mathcal{D}_l \), the class labels are unknown. Learning a classifier is approached as calculating a maximum a posteriori estimate of \( \theta \), i.e. \( \arg \max_\theta P(\theta)P(\mathcal{D}|\theta) \). To estimate the missing labels (of unlabeled documents), EM algorithm is applied in naive Bayes settings. Applying EM to naive Bayes is quite straightforward. First, the naive Bayes parameters, \( \hat{\theta} \), are estimated from just the labeled documents. Then, the classifier is used to assign probabilistically weighted class labels to each unlabeled document by calculating expectations of the missing class labels, \( P(c_j|d_i; \hat{\theta}) \). This is the E-step. Next, new classifier parameters, \( \hat{\theta} \), are estimated using all the document, both the original and newly labeled documents. This is the M-step. These last two steps are iterated until \( \hat{\theta} \) does not change. The details are given in Algorithm 20.1.

**Algorithm 20.1** EM under Generative Model assumption

**Input**: Collection \( \mathcal{D}' \) of labeled documents and \( \mathcal{D}' \) of unlabeled documents.

**Output**: \( \hat{\theta} \), that takes an unlabeled document and predicts a class label.

1. Build an initial Naive Bayes classifier, \( \hat{\theta} \), from the labeled documents, \( \mathcal{D}_l \), only.
   
   Use maximum a posteriori parameter estimation to find \( \hat{\theta} = \arg \max_\theta P(\mathcal{D}_l|\theta)P(\theta) \).

2. Loop while classifier parameters improve, as measured by the change in \( l_c(\theta; \mathcal{D}; z) \) (the complete log probability of the labeled and unlabeled data, and the prior).

   a. **(E-step)** Use the current classifier, \( \hat{\theta} \), to estimate component membership of each unlabeled document, i.e., the probability that each mixture component (and class) generated each document, \( P(c_j|d_i; \hat{\theta}) \).

   b. **(M-step)** Re-estimate the classifier, \( \hat{\theta} \), given the estimated component membership of each document. Use maximum a posteriori parameter estimation to find \( \hat{\theta} = \arg \max_\theta P(\mathcal{D}|\theta)P(\theta) \).

**20.2.3 Theoretical Justification and Relevant Results**

When the examples are indeed generated from an identifiable mixture model, the hope is that the mixture components can be identified from unlabeled examples alone. Ideally, one then would only need one labeled example per component (class) to fully determine the mixture distribution (that
is, to figure out which component corresponds to which class and identify the decision regions). In fact, this is the exact motivation to understand and quantify the effect of unlabeled examples in classification problems under generative model assumption in many research endeavors ([14–16, 49, 50]).

Castelli and Cover ([15, 16]) investigate the usefulness of unlabeled examples in the asymptotic sense, with the assumption that a number of unlabeled examples go to infinity at a rate faster than that of the labeled examples. Under the identifiable mixture model assumption and various mild assumptions, they argue that marginal distribution can be estimated from unlabeled examples alone and labeled examples are merely needed for identifying the decision regions. Under this setting, they prove that classification error decreases exponentially fast towards the Bayes optimal solution with the number of labeled examples, and only polynomially with the number of unlabeled examples, thereby, justifying the usefulness of unlabeled examples. In a similar but independent effort, Ratsaby and Venkatesh ([49], [50]) prove similar results when individual class conditional densities are Gaussian distributions.

However, both the above results inherently assume that estimators can replicate the underlying distribution that generates the data. However, in many real life learning problems, this may be a difficult assumption to satisfy. Consider the situation where true underlying marginal distribution is $f$, and since $f$ is unknown, it is assumed (maybe for computational convenience) that marginal distribution belongs to the class of probability distribution $G$. Now, if unlabeled examples are used to estimate the marginal distribution, as a number of unlabeled examples are added one can get better and better estimates and eventually the best possible estimate $g^*$ within class $G$, which, however, may be quite different from true underlying distribution $f$. The fact that $g^*$ is the best possible estimator doesn’t mean that $g^*$ leads to the best possible classification boundary. This fact is nicely demonstrated by a toy example in [19, 24], where the true underlying marginal distribution is a mixture of beta distributions but they are modeled using a mixture of Gaussian distributions, which leads to incorrect classification boundary and degraded classification performance. Cozman and Cohen ([24]) use this informal reasoning to justify the observation that in certain cases unlabeled data actually causes a degraded classification performance, as reported in the literature [5, 45, 54].

The informal reasoning of Cozman and Cohen ([24]) is, to some extent, formalized in a recent work by Belkin and Sinha ([57]). Belkin and Sinha ([57]) investigate the situation when the data come from a probability distribution, which can be modeled, but not perfectly, by an identifiable mixture distribution. This seems applicable to many practical situations, when, for example, a mixture of Gaussians is used to model the data without knowing what the underlying true distribution is. The main finding of this work is that when the underlying model is different from the assumed model and unlabeled examples are used to estimate the marginal distribution under the assumed model, putting one’s effort into finding the best estimator under the assumed model is not a good idea since it is different from the true underlying model anyway, and hence does not guarantee identifying the best decision boundary. Instead, a “reasonable” estimate, where the estimation error is on the order of the difference between assumed and true model is good enough, because beyond that point unlabeled examples do not provide much useful information. Depending on the size of perturbation or difference between the true underlying model and the assumed model, this work shows that the data space can be partitioned into different regimes where labeled and unlabeled examples play different roles in reducing the classification error and labeled examples are not always exponentially more valuable as compared to the unlabeled examples as mentioned in the literature ([14–16, 49, 50]).

In a recent work, Dillon et al. ([29]) study the asymptotic analysis of generative semi-supervised learning. This study allows the number of labeled examples $l$ and number of unlabeled examples $u$ to grow simultaneously but at a constant ratio $\lambda = l/(l + u)$. The authors consider a stochastic setting for maximizing the joint likelihood of data under the generative model, where the estimate
\(\theta_n\) for the model parameter \(\theta\) using \(n = l + u\) examples is given by

\[
\hat{\theta}_n = \arg\max_{\theta_0} \sum_{i=1}^{l} Z_i \log p(x_i, y_i | \theta) + \sum_{i=l+1}^{l+u} (1 - Z_i) \log p(x_i | \theta)
\]

(20.2)

where \(Z_i \sim \text{Ber}(\lambda)\) are Bernoulli random variables with parameter \(\lambda\). Under mild assumptions, the authors prove that the empirical estimate \(\hat{\theta}_n\) converges to the true model parameter \(\theta_0\) with probability 1, as \(n \to \infty\). In addition, they prove that \(\hat{\theta}_n\) is asymptotically normal, i.e., \(\sqrt{n}(\hat{\theta}_n - \theta_0)\) converges in distribution to \(N((0, \Sigma^{-1})\), where \(\Sigma = \lambda \text{Var}_{\theta_0}(\nabla_{\theta} \log p(x, y | \theta_0)) + (1 - \lambda) \text{Var}_{\theta_0}(\nabla_{\theta} \log p(x | \theta_0))\)

and that it may be used to characterize the the accuracy of \(\hat{\theta}_n\) as a function of \(n, \theta, \lambda\). This result suggests that asymptotic variance is a good proxy for finite sample measures of error rates and empirical mean squared error, which the authors also verify empirically.

### 20.3 Co-Training

Blum and Mitchell introduce co-training ([10]) as a general term for rule based bootstrapping, in which examples are believed to have two distinct yet sufficient feature sets (views) and each rule is based entirely on either the first view or the second view. This method enjoys reasonable success in scenarios where examples can naturally be thought of as having two views. One prototypical example for application of the co-training method is the task of Web page classification. Web pages contain text that describes contents of the Web page (the first view) and have hyperlinks pointing to them (the second view). The existence of two different and somewhat redundant sources of information (two views) and the availability of unlabeled data suggest the following learning strategy ([10]) for classifying, say, faculty Web pages. First, using small set of labeled examples, find weak predictors based on each kind of information, e.g., the phrase “research interest” on a Web page may be a weak indicator that the page is a faculty home page and the phrase “my advisor” on a link may be an indicator that the page being pointed to is a faculty Web page. In the second stage attempt is made to bootstrap from these weak predictors using unlabeled data.

In co-training model, the instance space is \(X = X_1 \times X_2\), where \(X_1\) and \(X_2\) correspond to two different views of an example, in other words, each example \(x\) is written as a pair \((x_1, x_2)\), where \(x_1 \in X_1\) and \(x_2 \in X_2\). The label space is \(\mathcal{Y}\). There are distinct concept classes \(\mathcal{C}_1\) and \(\mathcal{C}_2\) defined over \(X_1\) and \(X_2\), respectively, i.e., \(\mathcal{C}_1\) consists of functions predicting label \(\mathcal{Y}\) from \(X_1\) and \(\mathcal{C}_2\) consists of functions predicting labels \(\mathcal{Y}\) from \(X_2\). The central assumption here is that each view in itself is sufficient for correct classification. This boils down to the existence of \(c_1 \in \mathcal{C}_1\) and \(c_2 \in \mathcal{C}_2\) such that \(c_1(x_1) = c_2(x_1) = y\) for any example \(x = (x_1, x_2) \in X_1 \times X_2\) observed with label \(y \in \mathcal{Y}\). This means that the probability distribution \(P_X\) over \(X\) assigns zero mass to any example \((x_1, x_2)\) such that \(c_1(x_1) \neq c_2(x_2)\). Co-training makes a crucial assumption that the two views \(x_1\) and \(x_2\) are conditionally independent given the label \(y\), i.e., \(P(x_1 | y, x_2) = P(x_1 | y)\) and \(P(x_2 | y, x_1) = P(x_2 | y)\).

The reason why one can expect that unlabeled data might help in this context is as follows. For a given distribution \(P_X\) over \(X\) the target function \(c = (c_1, c_2)\) is compatible with \(P_X\) if it assigns zero mass to any example \((x_1, x_2)\) such that \(c_1(x_1) \neq c_2(x_2)\). As a result, even though \(\mathcal{C}_1\) and \(\mathcal{C}_2\) may be large concept classes with high complexity, say in terms of high VC dimension measure, for a given distribution \(P_X\), the set of compatible target concepts may be much simpler and smaller. Thus, one might hope to be able to use unlabeled examples to get a better understanding of which functions in \(\mathcal{C} = \mathcal{C}_1 \times \mathcal{C}_2\) are compatible, yielding useful information that might reduce the number of labeled examples needed by a learning algorithm.
20.3.1 Algorithms

Co-training is an iterative procedure. Given a set $l$ of labeled examples and $u$ unlabeled examples, the algorithm first creates a smaller pool of $u', (u' < u)$ unlabeled examples and then it iterates the following procedure. First $l$ labeled examples are used to train two distinct classifiers $h_1 : X_1 \rightarrow Y'$ and $h_2 : X_2 \rightarrow Y'$, where $h_1$ is trained based on the $x_1$ view of the instances and $h_2$ is trained based on the $x_2$ view of the instances. Typically, naive Bayes classifier is used for the choice of $h_1$ and $h_2$. After the two classifiers are trained, each of these classifiers $h_1$ and $h_2$ are individually allowed to choose, from the pool of $u'$ unlabeled examples, some positive and and negative examples that they are confident about. Typically, in the implementation in [10], the number of positive examples is set to one and the number of negative examples is set to three. Each example selected in this way along with their labels predicted by $h_1$ and $h_2$, respectively, are added to the set of labeled examples and then $h_1$ and $h_2$ are retrained again based on this larger set of labeled examples. The set of unlabeled examples $u'$ is replenished from $u$ and the procedure iterates for a certain number of iterations.

If the conditional independence assumption holds, then co-training works reasonably well as is reported by Nigam et al. ([46]), who perform extensive empirical experiments to compare co-training and generative mixture models. Collin and Singer ([23]) suggest a refinement of the co-training algorithm in which one explicitly optimizes an objective function that measures the degree of agreement between the predictions based on $x_1$ view and those based on $x_2$ view. The objective function is further boosted by methods suggested in [23]. Unlike the co-training procedure suggested in [10], Goldman and Zhou ([31]) make no assumption about the existence of two redundant views but insist that their co-training strategy places the following requirement on each supervised learning algorithm. The hypothesis of supervised learning algorithm partitions the example space into a set of equivalence classes. In particular, they use two learners of different types that require the whole feature set (as opposed to individual views) for training and essentially use one learner’s high confidence examples, identified by a set of statistical tests, from the unlabeled set to teach the other learner and vice versa. Balcan and Blum ([4]) demonstrate that co-training can be quite effective, in the sense that in some extreme cases, only one labeled example is all that is needed to learn the classifier. Over the years, many other modifications of co-training algorithms have been suggested by various researchers. See for example [20,35,36,66,68,69] for many of these methods and various empirical studies.

20.3.2 Description of a Representative Algorithm

The co-training algorithm proposed by Blum and Mitchell ([10]) is shown in Algorithm 20.2. Given a set $L$ of labeled examples and a set $U$ of unlabeled examples, the algorithm first creates a smaller pool $U'$ of $u$ unlabeled examples. It then iterates the following steps $k$ times: Using training set $L$, the classifier $h_1$ is trained using Naive Bayes Algorithm based on the $x_1$ portion (view) of the data. Similarly, using training set $L$ again, the classifier $h_2$ is trained using Naive Bayes Algorithm, but this time, based on the $x_2$ portion (view) of the data. Then, each of these two classifiers $h_1$ and $h_2$ is allowed to examine $U'$ and select $p$ examples it most confidently labels as positive and $n$ examples it most confidently labels as negative. These $2p + 2n$ examples along with their predicted labels (by $h_1$ and $h_2$) are added to $L$ and finally $2p + 2n$ examples are randomly chosen from $U$ to replenish $U'$. In the implementation of [10], the algorithm parameters are set as $p = 1, n = 3, k = 30$ and $u = 75$.

20.3.3 Theoretical Justification and Relevant Results

In order to work, co-training effectively requires two distinct properties of the underlying data distribution. The first is that, in principle, there should exist low error classifiers $c_1$ and $c_2$ on each of the two views. The second is that these two views should not be too correlated. In particular,
for co-training to actually do anything useful, there should be at least some examples for which the hypothesis based on the first view should be confident about their labels but not the other hypothesis based on the second view, and vice versa.

Unfortunately, in order to provide theoretical justification for co-training, often, strong assumptions about the second type are made. The original work of Blum and Mitchell ([10]) makes the conditional independence assumption and provides intuitive explanation regarding why co-training works in terms of maximizing agreement on unlabeled examples between classifiers based on different views of the data. However, the conditional independence assumption in that work is quite strong and no generalization error bound for co-training or justification for the intuitive account in terms of classifier agreement on unlabeled examples is provided. Abney ([1]) shows that the strong independence assumption is often violated in data and in fact a weaker assumption in the form of “weak rule dependence” actually suffices.

Even though Collins and Singer ([23]) introduce the degree of agreement between the classifiers based on two views in the objective function, no formal justification was provided until the work of Dasgupta et. al ([26]). Dasgupta et. al ([26]) provide a generalization bound for co-training under partial classification rules. A partial classification rule either outputs a class label or outputs a special symbol ⊥ indicating no opinion. The error of a partial rule is the probability that the rule is incorrect given that it has an opinion. In [26], a bound on the generalization error of any two partial classification rules h₁ and h₂ on two views, respectively, is given, in terms of the empirical agreement rate between h₁ and h₂. This bound formally justifies both the use of agreement in the objective function (as was done in [23]) and the use of partial rules. The bound shows the potential power of unlabeled data, in the sense that low generalization error can be achieved for complex rules with a sufficient number of unlabeled examples.

All the theoretical justification mentioned above in [1, 10, 26] requires either conditional independence given the labels assumption or the assumption of weak rule dependence. Balcan et. al ([3]) substantially relax the strength of the conditional independence assumption to just a form of “expansion” of the underlying distribution (a natural analog of the graph theoretic notion of expansion and conductance) and show that in some sense, this is a necessary condition for co-training to succeed. However, the price that needs to be paid for this relaxation is a fairly strong assumption on the learning algorithm, in the form that the hypotheses the learning algorithm produces are never “confident but wrong,” i.e., they are correct whenever they are confident, which formally translates to the condition that the algorithm is able to learn from positive examples only. However, only a heuristic analysis is provided in [3] when this condition does not hold.

Algorithm 20.2 Co-training

Input: A set $L$ of labeled examples, a set $U$ of unlabeled examples.

1. Create a pool $U'$ of examples by choosing $u$ examples at random from $U$.
2. Loop for $k$ iterations.
   
   (a) Use $L$ to train a classifier $h_1$ that considers only the $x_1$ portion of $x$.
   (b) Use $L$ to train a classifier $h_2$ that considers only the $x_2$ portion of $x$.
   (c) Allow $h_1$ to label $p$ positive and $n$ negative examples from $U'$.
   (d) Allow $h_2$ to label $p$ positive and $n$ negative examples from $U'$.
   (e) Add these self labeled examples to $L$.
   (f) Randomly choose $2p + 2n$ examples from $U$ to replenish $U'$.
20.4 Graph-Based Methods

Graph-based approaches to semi-supervised learning are perhaps the most popular and widely used semi-supervised learning techniques due to their good performance and ease of implementation. Graph-based semi-supervised learning treats both labeled and unlabeled examples as vertices (nodes) of a graph and builds pairwise edges between these vertices, which are weighed by the affinities (similarities) between the corresponding example pairs. The majority of these methods usually are non-parametric, discriminative, and transductive in nature; however, some graph-based methods are inductive as well. These methods usually assume some sort of label smoothness over the graph.

Many of these graph-based methods can be viewed as estimating a function $f : V \rightarrow \mathbb{R}$ on the graph, where $V$ is the set of nodes in a graph, satisfying the following two requirements: (a) the value of $f$ at any node, for which the label is known, should be close to the given label for that node, and (b) $f$ should be smooth on the whole graph; in particular this means, that if two nodes on the graph are “close” then the corresponding labels predicted by $f$ should be similar. These two requirements can be formulated in a regularization framework involving two terms, where the first term is loss function that measures how well the function $f$ predicts the labels of the nodes for which labels are already known (labeled examples) and the second term is a regularizer that assigns higher penalty for the function being non-smooth. Many of the graph-based methods fall under this regularization framework and differ only in the choice of loss function and/or regularizer. However, in most of the cases the regularizer has a common format. Let $f_i$ denote the value of function $f$ at the $i^{th}$ node (i.e., $i^{th}$ example) and let $W$ be a $(l+u) \times (l+u)$ weight matrix such that its $(i,j)^{th}$ entry $w_{ij}$ is the weight (similarity measure) between the $i^{th}$ and $j^{th}$ node (example $x_i$ and $x_j$, respectively. Then the following is a common form of regularizer

$$f^T L f = f^T (D - W) f = \frac{1}{2} \sum_{i,j=1}^{l+u} w_{ij} (f_i - f_j)^2$$  \hspace{1cm} (20.3)

where $D$ is a diagonal matrix whose $i^{th}$ entry is $d_i = \sum_{j=1}^{l+u} w_{ij}$ and $L = D - W$ is the graph Laplacian.

20.4.1 Algorithms

Various graph-based techniques fall under four broad categories: graph cut-based method, graph-based random walk methods, graph transduction methods, and manifold regularization methods. Sometimes the boundary between these distinctions is a little vague. Nevertheless, some representative algorithms from each of these subgroups are given below. In recent years, large scale graph-based learning has also emerged as an important area ([40]). Some representative work along this line is also provided below.

20.4.1.1 Graph Cut

Various graph-based semi-supervised learning methods are based on graph cuts ([11,12,34,37]). Blum and Chawla ([11]) formulate the semi-supervised problem as a graph mincut problem, where in the binary case positive labels act as sources and negative labels act as sinks. The objective here is to find a minimum set of edges that blocks the flow from sources to sinks. Subsequently, the nodes connected to sources are labeled as positive examples and the the nodes connected to the sinks are labeled as negative examples. As observed in [32], graph mincut problem is equivalent to solving for the lowest energy configuration in the Markov Random Field, where the energy is expressed as

$$E(f) = \frac{1}{2} \sum_{i,j} w_{ij} |f_i - f_j| = \frac{1}{4} \sum_{i,j} w_{ij} (f_i - f_j)^2$$
where \( f_i \in \{+1, -1\} \) are binary labels. Solving the lowest energy configuration in this Markov random field produces a partition of the entire (labeled and unlabeled) dataset that maximally optimizes self consistency, subject to the constraint that configuration must agree with the labeled examples. This technique is extended in [12] by adding randomness to the graph structure to address some of the shortcomings of [11] as well as to provide better theoretical justification from both the Markov random field perspective and from sample complexity considerations.

Kveton et al. ([37]) propose a different way of performing semi-supervised learning based on graph cut by first computing a harmonic function solution on the data adjacency graph (similar to [73]), then by learning a maximum margin discriminator conditioned on the labels induced by this solution.

### 20.4.1.2 Graph Transduction

In graph transduction method a graph is constructed whose nodes are both labeled and unlabeled examples. Graph transduction refers to predicting the labels of the unlabeled examples (the nodes of the already constructed graph) by exploiting underlying graph structure and thus lacking the ability to predict labels of unseen examples that are not part of this graph.

The Gaussian random fields and harmonic function methods of Zhu et al. ([73]) is a continuous relaxation of the discrete Markov random fields of [11]. The optimization problem here has the form

\[
\arg\min_{f \in \mathbb{R}^{l+u}} \sum_{i,j=1}^{l+u} w_{ij}(f_i - f_j)^2 \text{ such that } f_i = y_i \text{ for } i = 1, \ldots, l.
\]

(20.4)

Solution of the above optimization problem has a harmonic property, meaning that the value of \( f \) at each unlabeled example is the average of \( f \) at the neighboring examples:

\[
f_j = \frac{1}{d_j} \sum_{i \sim j} w_{ij} f_i \text{ for } j = l + 1, \ldots, l + u
\]

where the notation \( i \sim j \) is used to represent the fact that node \( i \) and node \( j \) are neighbors.

Belkin et. al. ([6]) propose the following method using Tikhonov regularization, where the regularization parameter \( \lambda \) controls the effect of data fitting term and smoothness term.

\[
\arg\min_{f \in \mathbb{R}^{l+u}} \sum_{i=1}^l (f_i - y_i)^2 + \lambda \sum_{i,j=1}^{l+u} w_{ij}(f_i - f_j)^2.
\]

(20.5)

Zhou et. al. ([65]) propose an iterative method that essentially solves the following optimization problem.

\[
\arg\min_{f \in \mathbb{R}^{l+u}} \sum_{i=1}^{l+u} (f_i - y_i)^2 + \lambda \sum_{i,j=1}^{l+u} w_{ij} \left( \frac{f_i}{\sqrt{d_i}} - \frac{f_j}{\sqrt{d_j}} \right)^2
\]

where \( y_i = 0 \) for the unlabeled examples i.e., \( i = l + 1, \ldots, l + u \). Here, the smoothness term incorporates the local changes of function between nearby points. The local variation is measured on each edge. However, instead of simply defining the local variation on an edge by the difference of function values on the two ends of the edge, the smoothness term essentially splits the function value at each point among the edges attached to it before computing the local changes where the value assigned to each edge is proportional to its weight.

Belkin et. al. ([7]) use eigenvectors of the graph Laplacian \( L \) to form basis vectors and the classification function is obtained as a linear combination of these basis vectors where the coefficients are obtained by using labeled examples. With the hope that data lie on the low dimensional manifold, only the first \( k \) (for reasonable choice of \( k \)) basis vectors are used. In particular, suppose
where the notation $v_j(x_i)$ means the value of the $j^{th}$ eigenvector on example $x_i$.

Note that in all the above cases, it is straightforward to get a closed form solution of the above optimization problems.

Zhou et al. ([70]) propose an algorithm where instead of the widely used regularizer $f^T L f$, an iterated higher order graph Laplacian regularizer in the form of $f^T L^m f$, which corresponds to Sobolev semi-norm of order $m$, is used. The optimization problem in this framework takes the form

$$\arg\min_{f \in \mathbb{R}^{l+u}} \sum_{i=1}^l (f_i - y_i)^2 + \lambda f^T L^m f$$

where again, $\lambda$ controls the effect of data fitting term and smoothness term.

### 20.4.1.3 Manifold Regularization

Belkin et al. ([8]) propose a family of learning algorithms based on a form of regularization that allows us to exploit the geometry of the marginal distribution when the support of the marginal distribution is a compact manifold $M$. This work explicitly makes the specific assumption about the connection between the marginal and the conditional distribution in the form that if two points $x_1, x_2 \in X$ are closed in intrinsic geometry of the marginal distribution $P_X$, then the conditional distributions $P(y|x_1)$ and $P(y|x_2)$ are similar. In other words, the conditional probability distribution $P(y|x)$ varies smoothly along the geodesics in the intrinsic geometry of $P_X$. Note that this is nothing but the manifold assumption. To incorporate this fact, the regularizer in their formulation consists of an additional appropriate penalty term for the intrinsic structure of $P_X$. In fact when $P_X$ is unknown, the optimization problem becomes:

$$f^* = \arg\min_{f \in H_K} \frac{1}{l} \sum_{i=1}^l V(x_i, y_i, f) + \gamma_1 \|f\|_K^2 + \gamma_2 \int_{x \in M} \|\nabla_M f\|^2 dP_X(x)$$

where $H_K$ is the reproducing kernel Hilbert space (RKHS), $\|f\|_K$ is the RKHS norm of $f$, and $\nabla_M f$ is the gradient of $f$ along the manifold $M$ where the integral is taken over the marginal distribution. This additional term is smoothness penalty corresponding to the probability distribution and may be approximated on the basis of labeled and unlabeled examples using a graph Laplacian associated to the data. The regularization parameter $\gamma_k$ controls the complexity of the function in the ambient space while $\gamma_l$ controls the complexity of the function in the intrinsic geometry of $P_X$. Given finite labeled and unlabeled examples, the above problem takes the form

$$f^*_l = \arg\min_{f \in H_K} \frac{1}{l} \sum_{i=1}^l V(x_i, y_i, f) + \gamma_1 \|f\|_K^2 + \frac{\gamma_2}{(u+l)^2} \sum_{i,j=1}^{l+u} (f_i(x_i) - f(x_j))^2 w_{ij}$$

$$= \arg\min_{f \in H_K} \frac{1}{l} \sum_{i=1}^l V(x_i, y_i, f) + \gamma_1 \|f\|_K^2 + \frac{\gamma_2}{(u+l)^2} f^T L f.$$  \hspace{1cm} (20.7)

Belkin et al. ([8]) show that the minimizer of the optimization problem (20.7) admits an expansion of the form

$$f^*_l(x) = \sum_{i=1}^{l+u} \alpha_i K(x_i, x)$$
where $K(\cdot, \cdot)$ is a kernel function, and as a result it is an inductive procedure and has a natural out-of-sample extension unlike many other semi-supervised learning algorithms.

In [55], Sindhwani et al. describe a technique to turn transductive and standard supervised learning algorithms into inductive semi-supervised learning algorithms. They give a data dependent kernel that adapts to the geometry of data distribution. Starting with a base kernel $K$ defined over the whole input space, the proposed method warps the RKHS specified by $K$ by keeping the same function space but altering the norm by adding a data dependent “point-cloud-norm.” This results in a new RKHS space with a corresponding new kernel that deforms the original space along a finite dimensional subspace defined by data. Using the new kernel, standard supervised kernel algorithms trained on labeled examples only can perform inductive semi-supervised learning.

### 20.4.1.4 Random Walk

In general, Markov random walk representation exploits any low dimensional structure present in the data in a robust and probabilistic manner. A Markov random walk is based on a locally appropriate metric that is the basis for a neighborhood graph, associated weights on the edges of this graph, and consequently the transition probabilities for the random walk. For example, if $w_{ij}$ is the weight between $i^h$ and $j^h$ node on a graph, then one-step transition probabilities $p_{ik}$ from $i$ to $k$ are obtained directly from these weights: $p_{ik} = w_{ik}/\sum_j w_{ij}$.

Szummer et al. ([59]) propose a semi-supervised learning algorithm by assuming that the starting point for the Markov random walk is chosen uniformly at random. With this assumption it is easy to evaluate the probability $P_0(i|k)$, that is, Markov process started from node $i$ given that it is ended in node $k$ after $t$ time steps. These conditional probabilities define a new representation for the examples. Note that this representation is crucially affected by the time scale parameter $t$. When $t \to \infty$, all points become indistinguishable if the original neighborhood graph is connected. On the other hand, small values of $t$ merge points in small clusters. In this representation $t$ controls the resolution at which we look at the data points. Given labeled and unlabeled examples, to classify the unlabeled examples in this model, it is assumed that each example has a label or a distribution $P(y|i)$ over the class labels. These distributions are typically unknown and need to be estimated. For example the $k^{th}$ node, which may be labeled or unlabeled, is interpreted as a sample from a $t$ step Markov random walk started at some other node on the graph. Since labels are associated with original starting points, posterior probability of the label for node $k$ is given by

$$P_{post}(y|k) = \sum_i P(y|i)P_0(i|k).$$

Finally, class label for node $k$ is chosen as the one that maximizes the posterior, i.e.,

$$\text{arg max}_c P_{post}(y = c|k).$$

The unknown parameters $P(y|i)$ are estimated either by maximum likelihood method with EM or maximum margin methods subjected to constraints.

Azron ([2]) propose a semi-supervised learning method in which each example is associated with a particle that moves between the examples (nodes a of a graph) according to the transition probability matrix. Labeled examples are set to be absorbing states of the Markov random walk and the probability of each particle to be absorbed by the different labeled examples, as the number of steps increases, is used to derive a distribution over associated missing labels. This algorithm is in the spirit of [59] but there is a considerable difference. In [59], the random walk carries the given labels and propagates them on the graph amongst the unlabeled examples, which results in the need to find a good number of steps $t$ for the walk to take. In [2], however, this parameter is set to infinity.

Note that the algorithm in [65] can also be interpreted from the random walk point of view, as was done in [67].
20.4.1.5 Large Scale Learning

In recent years, graph-based semi-supervised learning algorithms have been applied to extremely large data sizes, at the level of hundreds of millions of data records or more (\[40\]), where the major bottleneck is the time for graph construction, which is \(O(dn^2)\), where \(n\) examples (both labeled and unlabeled) lie in \(\mathbb{R}^d\). For Web scale applications, the quadratic dependence is not desirable. In recent years many solutions have been proposed based on sub sampling, sparsity constraints, Nystrom approximation, approximation of eigenfunctions of 1-D graph Laplacian, landmark and anchor graphs, and so on (\[27, 30, 39, 61, 62, 64\]). A detailed survey and recent progresses on large scale semi-supervised learning can be found in \[40\].

20.4.2 Description of a Representative Algorithm

This section describes the algorithmic details of a popular graph-based algorithm: the manifold regularization algorithm (\[8\]) mentioned in Section 20.4.1.3. Manifold regularized framework incorporates an intrinsic smoothness penalty term in the standard regularized optimization framework and solves both the Laplacian regularized least square problem (LapRLS) where the optimization problem is of the form

\[
\arg\min_{f \in \mathcal{H}} \frac{1}{2} \sum_{i=1}^{l} (y_i - f(x_i))^2 + \gamma_l f^T K f + \frac{\gamma_y}{(u+l)^2} f^T L f
\]

and the Laplacian Support Vector Machine problem (LapSVM) where the optimization problem is of the form

\[
\arg\min_{f \in \mathcal{H}} \frac{1}{2} \sum_{i=1}^{l} (1 - y_i f(x_i))^2 + \gamma_A f^T K f + \frac{\gamma_y}{(u+l)^2} f^T L f.
\]

The only difference in the two expressions above is due to the choice of different loss functions. In the first case it is square loss function and in the second case it is hinge loss function where \((1 - y_i f(x_i))^2\) is interpreted as \(\max(0, 1 - y_i f(x_i))\). It turns out that Representer Theorem can be used to show that the solution in both the cases is an expansion of kernel functions over both the labeled and the unlabeled examples and takes the form \(f(x) = \sum_{l=1}^{l+u} \alpha_i K(x, x_i)\), where the coefficients \(\alpha_i\)s are obtained differently for LapRLS and LapSVM.

In the case of LapRLS, the solutions \(\alpha^* = [\alpha_1^*, \ldots, \alpha_{l+u}^*]\) is given by the following equation:

\[
\alpha^* = \left(J K + \gamma_A l I + \frac{\gamma_y l}{(u+l)^2} L K\right)^{-1} Y \tag{20.8}
\]

where \(Y\) is an \((l+u)\) dimensional label vector given by \(Y = [y_1, \ldots, y_l, 0, \ldots, 0]\) and \(J\) is an \((l+u) \times (l+u)\) diagonal matrix given by \(J = \text{diag}(1, \ldots, 1, 0, \ldots, 0)\), with the first \(l\) diagonal entries as 1 and the rest 0.

In case of LapSVM, the solution is given by the following equation:

\[
\alpha^* = \left(2 \gamma_A + 2 \frac{\gamma_y l}{(u+l)^2} L \right)^{-1} J^T Y^* \tag{20.9}
\]

where \(J = [I \ 0]\) is an \(l \times (l+u)\) matrix with \(I\) as the \(l \times l\) identity matrix, \(Y = \text{diag}(y_1, \ldots, y_l)\), and \(\beta^*\) is obtained by solving the following SVM dual problem:

\[
\max_{\beta \in \mathbb{R}^l} \sum_{i=1}^{l} \beta_i - \frac{1}{2} \beta^T Q \beta \tag{20.10}
\]

subject to : \(\sum_{i=1}^{l} \beta_i y_i = 0\)

\(0 \leq \beta_i \leq \frac{1}{2}\) for \(i = 1, \ldots, l\).

Details of the algorithm are given in Algorithm 20.3.
category when \( K \) Zhou et al. (\[70\]) resolve this problem by using higher order Sobolev semi-norm generalization in the limit and the resulting solution is unstable in the finite labeled example case. In another direction, Zhang et al. (\[63\]) propose and study the theoretical properties of a trans-ductive formulation of kernel learning on graphs, which is equivalent to supervised kernel learning and includes some of the previous graph-based semi-supervised learning methods as special cases. The general form of this formulation is

\[
\hat{f} = \arg \min_{f \in \mathbb{R}^{l+u}} \frac{1}{l} \sum_{i=1}^{l} V(f_i, y_i) + \lambda f^T K^{-1} f \tag{20.11}
\]

where \( V(\cdot, \cdot) \) is a convex loss function and \( K \in \mathbb{R}^{(l+u) \times (l+u)} \) is the kernel gram matrix whose \((i, j)^{th}\) entry is the kernel function \( k(x_i, x_j) \). Some of the graph Laplacian-based algorithms fall under this category when \( K^{-1} \) is replaced by graph Laplacian \( L \). Note that kernel gram matrix is always positive semi-definite but it may be singular. In that case the correct interpretation of \( f^T K^{-1} f \) is

\[
\lim_{\mu \to 0^+} f^T (K + \mu I_{(l+u) \times (l+u)})^{-1} f \quad \text{where} \quad I_{(l+u) \times (l+u)} \quad \text{is} \quad (l+u) \times (l+u) \text{ identity matrix}.
\]

Zhang et al. (\[63\]) show that the estimator \( \hat{f} \) in Equation 20.11 converges to its limit almost surely when the number of unlabeled examples \( u \to 0 \). However, it is unclear what this particular limit estimator is and in case it is quite different from the true underlying function then the analysis may be uninformative. Zhang et al. (\[63\]) also study the generalization behavior of Equation 20.11 in the
following form and provide the average predictive performance when a set of \( l \) examples \( x_{i_1}, \ldots, x_{i_l} \) are randomly labeled from \( l + u \) examples \( x_1, \ldots, x_{l+u} \):

\[
\mathbb{E}_{x_{i_1}, \ldots, x_{i_l}} \left( \frac{1}{u} \sum_{i \notin \{x_{i_1}, \ldots, x_{i_l}\}} V(f_i(x_{i_1}, \ldots, x_{i_l}), y_i) \right) \leq \inf_{f \in \mathbb{R}^{l+u}} \left( \frac{1}{l+u} \sum_{i=1}^{l+u} V(f_i, y_i) + \lambda f^T K^{-1} f + \frac{\gamma^2 \text{trace}(K)}{2l(l+u)} \right) \leq \inf_{f \in \mathbb{R}^{l+u}} \left( \frac{1}{l+u} \sum_{i=1}^{l+u} V(f_i, y_i) + \frac{\gamma^2}{2l} \text{trace}(K) f^T K^{-1} f \right)
\]

where \( \frac{\partial}{\partial p} V(p, y) \leq \gamma \) and the last inequality is due to optimal value of \( \lambda \). The generalization bound suggests that design of transductive kernel in some sense controls the predictive performance and various kernels used in [63] are closely related to the graph Laplacian (see [63] for detailed discussion).

Zhou et. al ( [71]) study the error rate and sample complexity of Laplacian eigenmap ( [7]) as shown in Equation 20.6 at the limit of infinite unlabeled examples. The analysis studied here gives guidance to the choice of number of eigenvectors \( k \) in Equation 20.6. In particular, it shows that when data lies on a \( d \)-dimensional domain, the optimal choice of \( k \) is \( O \left( \left( \frac{l}{\log(l)} \right)^{-\frac{2}{d+2}} \right) \) yielding asymptotic error rate \( O \left( \left( \frac{l}{\log(l)} \right)^{-\frac{2}{d+2}} \right) \). This result is based on integrated mean squared error. By replacing integrated mean square error with conditional mean squared error (MSE) on the labeled examples, the optimal choice of \( k \) becomes \( O \left( \frac{1}{l} \right)^{\frac{2}{d+2}} \) and the corresponding mean squared error \( O \left( l^{-\frac{2}{d+2}} \right) \). Note that this is the optimal error rate of nonparametric local polynomial regression on the \( d \)-dimensional unknown manifold ( [9]) and it suggests that unless specific assumptions are made, unlabeled examples do not help.

### 20.5 Semi-Supervised Learning Methods Based on Cluster Assumption

The cluster assumption can be interpreted as saying that two points are likely to have the same class labels if they can be connected by a path passing only through a high density region. In other words, two high density regions with different class labels must be separated by a low density region. That is, the decision boundary should not cross high density regions, but instead lie in low density regions.

#### 20.5.1 Algorithms

Various algorithms have been developed based on cluster assumption. Chapelle et. al ( [17]) propose a framework for constructing kernels that implements the cluster assumption. This is achieved by first starting with an RBF kernel and then modifying the eigenspectrum of the kernel matrix by introducing different transfer functions. The induced distance depends on whether two points are in the same cluster or not.

Transductive support vector machine or TSVM ( [33]) builds the connection between marginal density and the discriminative decision boundary by not putting the decision boundary in high density regions. This is in agreement with the cluster assumption. However, cluster assumption was not explicitly used in [33]. Chapelle et. al ( [18]) propose a gradient descent on the primal formulation of TSVM that directly optimizes the slightly modified TSVM objective according to the cluster assumption: to find a decision boundary that avoids the high density regions. They also propose a graph-based distance that reflects cluster assumption by shrinking distances between the exam-
Semi-Supervised Learning

Semi-Supervised Learning

ples from the same clusters. Used with an SVM, this new distance performs better than standard Euclidean distance.

Szummer et al. ([60]) use information theory to explicitly constrain the conditional density \( p(y|x) \) on the basis of marginal density \( p(x) \) in a regularization framework. The regularizer is a function of both \( p(y|x) \) and \( p(x) \) and penalizes any changes in \( p(y|x) \) more in the regions with high \( p(x) \).

Bousquet et al. ([13]) propose a regularization-based framework that penalizes variations of function more in high density regions and less in low density regions.

Sinha et. al ([58]) propose a semi-supervised learning algorithm that exploits the cluster assumption. They show that when data is clustered, i.e., the high density regions are sufficiently separated by low density valleys, each high density area corresponds to a unique representative eigenvector of a kernel gram matrix. Linear combination of such eigenvectors (or, more precisely, of their Nystrom extensions) provide good candidates for good classification functions when the cluster assumption holds. First choosing an appropriate basis of these eigenvectors from unlabeled data and then using labeled data with Lasso to select a classifier in the span of these eigenvectors yields a classifier, that has a very sparse representation in this basis. Importantly, the sparsity corresponds naturally to the cluster assumption.

20.5.2 Description of a Representative Algorithm

According to the cluster assumption, the decision boundary should preferably not cut clusters. A way to enforce this for similarity-based classifiers is to assign low similarities to pairs of points that lie in different clusters. In this section we describe the algorithm of [17] that intends to achieve this by designing a “cluster kernel” that changes the representation of the input points such that points in the same cluster are grouped together in the new representation. Tools of spectral clustering are used for this purpose and details are given in Algorithm 20.4. This cluster kernel is used in a standard way for kernel classifiers involving labeled and unlabeled examples.

Algorithm 20.4 Cluster Kernel

\textbf{Input}: \( l \) labeled examples \( \{(x_i, y_i)\}_{i=1}^l \), \( u \) unlabeled examples \( \{x_j\}_{j=l+1}^{l+u} \).

\textbf{Output}: Cluster Kernel.

1. Compute the Gram matrix \( K \) from both labeled and unlabeled examples, where, \( K_{ij} = K(x_i, x_j) = e^{-\|x_i-x_j\|^2/2\sigma^2} \).

2. Compute \( L = D^{-1/2}KD^{1/2} \), where \( D \) is a diagonal matrix and \( D_{ii} = \sum_{j=1}^{l+u} K(x_i, x_j) \). Compute the eigen-decomposition \( L = U\Lambda U^T \).

3. Given a transfer function \( \phi \), let \( \tilde{\lambda}_i = \phi(\lambda_i) \), where the \( \lambda_i \) are the eigenvalues of \( L \), and construct \( \tilde{L} = U\tilde{\Lambda}U^T \).

4. Let \( \tilde{D} \) be a diagonal matrix with \( \tilde{D}_{ii} = 1/\tilde{L}_{ii} \) and compute cluster kernel \( \tilde{K} = \tilde{D}^{1/2}LD^{1/2} \).

20.5.3 Theoretical Justification and Relevant Results

Unfortunately, no theoretical result is known for any particular algorithm based on cluster assumption. However, the general framework of semi-supervised learning under cluster assumption is studied by Rogollet ([51]). One of the conclusions in that work is that consideration of the whole excess risk is too ambitious as cluster assumption specifies that clusters or high density regions are supposed to have pure class labels, but does not provide any specification as to what happens outside the clusters. As a result, the effect of unlabeled examples on the rate of convergence cannot be
observed on the whole excess risk, and one needs to consider cluster excess risk, which corresponds to a part of the excess risk that is interesting for this problem (within clusters). This is exactly what is done in [51] under the strong cluster assumption, which informally specifies clusters as level sets under mild conditions (for example, clusters are separated, etc.). The estimation procedure studied in this setting ([51]) proceeds in three steps,

1. Use unlabeled examples to get an estimator of the clusters (level sets).
2. Identify homogeneous regions from the clusters found in step 1, that are well connected and have certain minimum Lebesgue measure.
3. Assign a single label to each estimated homogeneous region by a majority vote on labeled examples.

Under mild conditions, the excess cluster risk is shown to be

$$\tilde{O}\left(\frac{u^{-\alpha}}{1-\theta}\right) + e^{-l(\delta)^2/2}$$

where, $\alpha > 0$, $\delta > 0$ and $\theta \in (0, 1)$. The result shows that unlabeled examples are helpful given cluster assumption. Note that the results are very similar to the ones obtained under parametric settings in the generative model case (see for examples, [14–16, 49, 50]).

In a separate work, Singh et al. ([56]) study the performance gains that are possible with semi-supervised learning under cluster assumption. The theoretical characterization presented in this work explains why in certain situations unlabeled examples can help in learning, while in other situations they may not. Informally, the idea is that if the margin $\gamma$ is fixed, then given enough labeled examples, a supervised learner can achieve optimal performance and thus there is no improvement due to unlabeled examples in terms of the error rate convergence for a fixed collection of distributions. However, if the component density sets are discernible from a finite sample size $u$ of unlabeled examples but not from a finite sample of $l$ labeled examples ($l < u$), then semi-supervised learning can provide better performance than purely supervised learning. In fact, there are certain plausible situations in which semi-supervised learning yields convergence rates that cannot be achieved by any supervised learner. In fact, under mild conditions, Singh et al. ([56]) show that there exists a semi-supervised learner $\hat{f}_{l,u}$ (obtained using $l$ labeled and $u$ unlabeled examples) whose expected excess risk $E(E(\hat{f}_{l,u}))$ (risk of this learner minus infimum risk over all possible learners) is bounded from above as follows:

$$E(E(\hat{f}_{l,u})) \leq \varepsilon_2(l) + O\left(\frac{1}{u} + l\left(\frac{u}{(\log u)^2}\right)^{-1/d}\right)$$

provided $|\gamma| > C_0(m/(\log m)^2)^{-1/2}$. The quantity $\varepsilon_2(l)$ in the above expression is the finite sample upper bound of expected excess risk for any supervised learner using $l$ labeled examples. The above result suggests that if the decision sets are discernible using unbalanced examples (i.e., the margin is large enough compared to average spacing between unlabeled examples), then there exists a semi-supervised learner that can perform as well as a supervised learner with complete knowledge of the decision sets provided $u \gg l$, so that $(i/\varepsilon_2(l))^d = O(u/(\log u)^2)$, implying that the additional term in the above bound is negligible compared to $\varepsilon_2(l)$. Comparing supervised learner lower bound and semi-supervised learner upper bound, Singh et al. ([56]) provide different margin ranges where semi-supervised learning can potentially be beneficial using unlabeled examples.
20.6 Related Areas

The focus of this survey chapter is on semi-supervised learning that aims to reduce the labeling burden when labeled training examples are hard to obtain. There are other methods in a slightly different but related context, which also aims to reduce the labeling cost when there is a direct paucity of training examples. These methods include, for example, active learning and transfer learning and are discussed in different chapters of this book. However, for completeness, we describe basic ideas of active learning and transfer learning below.

**Active Learning:** The standard classification setting is passive in the sense that the data collection phase is decoupled from the modeling phase and generally is not addressed in the context of classification model construction. Since data collection (labeling) is costly, and since all labeled examples are not equally informative in efficient classification model building, an alternative approach is to integrate the data collection phase and the classification model building phase. This technique is called active learning. In active learning, typically, the classification is performed in an interactive way with the learner providing well chosen examples to the user, for which the user may then provide labels. The examples are typically chosen for which the learner has the greatest level of uncertainty based on the current training knowledge and labels. This choice evidently provides the greatest additional information to the learner in cases where the greatest uncertainty exists about the current label. By choosing the appropriate examples to label, it is possible to greatly reduce the effort involved in the classification process. There exists a variety of active learning algorithms based on the criteria used for querying which example is to be labeled next. Most of these algorithms try to either reduce the uncertainty in classification or reduce the error associated with the classification process. The commonly used querying criteria are uncertainty sampling ([38]), query by committee ([53]), greatest model change ([21]), greatest error reduction ([22]), greatest variance reduction ([22]), etc.

**Transfer Learning:** The general principle of transfer learning is to transfer the knowledge learned in one domain (in a classification setting) to enhance the classification performance in a related but different domain where the number of training examples in the second domain is limited. Such a situation arises quite often in a cross-lingual domain where the goal is to classify documents into different class labels for a particular language, say German, where the number of training examples is limited but similar documents in another language, say English, are available that contain enough training examples. This general idea of transfer learning is applied in situations where knowledge from one classification category is used to enhance learning of another category [48], or the knowledge from one data domain (e.g., text) is used to enhance the learning of another data domain (e.g., images) [25, 48, 76]. A nice survey on transfer learning methods may be found in [47].

20.7 Concluding Remarks

This chapter tries to provide a glimpse of various existing semi-supervised learning algorithms. The list is by no means exhaustive. However, it clearly gives an indication that over the last couple of years, this field has really emerged as one of the practical and important areas for research in machine learning and statistical data analysis. The main focus of this chapter is from the classification point of view. However, there are various very closely related subfields within semi-supervised learning, for example, semi-supervised clustering, semi-supervised regression, and semi-supervised
structure prediction. Each of these subfields is quite mature and one can find various surveys for each of them.

Even though semi-supervised learning techniques are widely used, our theoretical understanding and analysis of various semi-supervised learning methods are yet far from complete. On the one hand, we need asymptotic results of various methods saying that in the limit the estimator under consideration converges to the true underlying classifier, which will ensure that the procedure does the “right” thing given enough labeled and unlabeled examples. On the other hand, we need to have finite sample bounds that will specifically tell us how fast the estimator converges to the true underlying classifier as a function of number of labeled and unlabeled examples. This type of results are completely missing. For example, various graph-based algorithms are quite popular and widely used but yet we hardly have any theoretical finite sample result! Another area of concern is that there are so many different semi-supervised learning algorithms that can be very different from each other under the same assumption or very similar algorithms with only a minor difference. In both the cases, performance of the algorithms can be totally different. This suggests that analysis of individual semi-supervised learning algorithms that perform well in practice, are also very important. This kind of analysis will not only help us understand the behavior of the existing semi-supervised learning algorithms but also help us design better semi-supervised algorithms in the future. In the coming years, researchers from the semi-supervised learning community need to put significant effort towards resolving these issues.
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21.1 Introduction

Supervised machine learning techniques have already been widely studied and applied to various real-world applications. However, most existing supervised algorithms work well only under a common assumption: the training and test data are represented by the same features and drawn from the same distribution. Furthermore, the performance of these algorithms heavily rely on collecting high quality and sufficient labeled training data to train a statistical or computational model to make predictions on the future data \[57, 86, 132\]. However, in many real-world scenarios, labeled training data are in short supply or can only be obtained with expensive cost. This problem has become a major bottleneck of making machine learning methods more applicable in practice.

In the last decade, semi-supervised learning \[20, 27, 63, 89, 167\] techniques have been proposed to address the labeled data sparsity problem by making use of a large amount of unlabeled data to discover an intrinsic data structure to effectively propagate label information. Nevertheless, most semi-supervised methods require that the training data, including labeled and unlabeled data, and the test data are both from the same domain of interest, which implicitly assumes the training and test data are still represented in the same feature space and drawn from the same data distribution.

Instead of exploring unlabeled data to train a precise model, active learning, which is another branch in machine learning for reducing annotation effort of supervised learning, tries to design an active learner to pose queries, usually in the form of unlabeled data instances to be labeled by an oracle (e.g., a human annotator). The key idea behind active learning is that a machine learning algorithm can achieve greater accuracy with fewer training labels if it is allowed to choose the data from which it learns \[71, 121\]. However, most active learning methods assume that there is a budget for the active learner to pose queries in the domain of interest. In some real-world applications, the budget may be quite limited, which means that the labeled data queried by active learning may not be sufficient to learn an accurate classifier in the domain of interest.

Transfer learning, in contrast, allows the domains, tasks, and distributions used in training and testing to be different. The main idea behind transfer learning is to borrow labeled data or extract knowledge from some related domains to help a machine learning algorithm to achieve greater performance in the domain of interest \[97, 130\]. Thus, transfer learning can be referred to as a different strategy for learning models with minimal human supervision, compared to semi-supervised and active learning. In the real world, we can observe many examples of transfer learning. For example, we may find that learning to recognize apples might help us to recognize pears. Similarly, learning to play the electronic organ may help facilitate learning the piano. Furthermore, in many engineering applications, it is expensive or impossible to collect sufficient training data to train models for use in each domain of interest. It would be more practical if one could reuse the training data that have been collected in some related domains/tasks or the knowledge that is already extracted from some related domains/tasks to learn a precise model for use in the domain of interest. In such cases, knowledge transfer or transfer learning between tasks or domains become more desirable and crucial.

Many diverse examples in knowledge engineering can be found where transfer learning can truly be beneficial. One example is sentiment classification, where our goal is to automatically classify reviews on a product, such as a brand of camera, into polarity categories (e.g., positive, negative or neutral). In literature, supervised learning methods \[100\] have proven to be promising and widely used in sentiment classification. However, these methods are domain dependent, which means that a model built on one domain (e.g., reviews on a specific product with annotated polarity categories) by using these methods may perform poorly on another domain (e.g., reviews on another specific product without polarity categories). The reason is that one may use different domain-specific words to express opinions in different domains. Table 21.1 shows several review sentences of two domains: Electronics and Video Games. In the Electronics domain, one may use words like “compact” and
TABLE 21.1: Cross-Domain Sentiment Classification Examples: Reviews of Electronics and Video Games

<table>
<thead>
<tr>
<th>Electronics</th>
<th>Video Games</th>
</tr>
</thead>
<tbody>
<tr>
<td>+ Compact: easy to operate; very good picture</td>
<td>A very good game! It is action packed and full</td>
</tr>
<tr>
<td>quality; looks sharp!</td>
<td>of excitement. I am very much hooked on this</td>
</tr>
<tr>
<td></td>
<td>game.</td>
</tr>
<tr>
<td>+ I purchased this unit from Circuit City and</td>
<td>Very realistic shooting action and good plots.</td>
</tr>
<tr>
<td>I was very excited about the quality of the</td>
<td>We played this and were hooked.</td>
</tr>
<tr>
<td>picture. It is really nice and sharp.</td>
<td></td>
</tr>
<tr>
<td>- It is also quite blurry in very dark settings.</td>
<td>The game is so boring. I am extremely unhappy</td>
</tr>
<tr>
<td>I will never buy HP again.</td>
<td>and will probably never buy UbiSoft again.</td>
</tr>
</tbody>
</table>

Note: Boldfaces are domain-specific words that occur much more frequently in one domain than in the other one. “+” and “-” denote positive and negative sentiment respectively.

“sharp” to express positive sentiment and use “blurry” to express negative sentiment, while in the Video Game domain, the words like “hooked” and “realistic” indicate positive opinions and the word “boring” indicates negative opinion. Due to the mismatch of domain-specific words between domains, a sentiment classifier trained on one domain may not work well when directly applied to other domains. Therefore, cross-domain sentiment classification algorithms are highly desirable to reduce domain dependency and manually labeling cost by transferring knowledge from related domains to the domain of interest [18, 51, 92].

The need for transfer learning may also arise in applications of wireless sensor networks, where wireless data can be easily outdated over time or very differently received by different devices. In these cases, the labeled data obtained in one time period or on one device may not follow the same distribution in a later time period or on another device. For example, in indoor WiFi-based localization, which aims to detect a mobile’s current location based on previously collected WiFi data, it is very expensive to calibrate WiFi data for building a localization model in a large-scale environment because a user needs to label a large collection of WiFi signal data at each location. However, the values of WiFi signal strength may be a function of time, device, or other dynamic factors. As shown in Figure 21.1, values of received signal strength (RSS) may differ across different time periods and mobile devices. As a result, a model trained in one time period or on one device may estimate locations poorly in another time period or on another device. To reduce the re-calibration effort, we might wish to adapt the localization model trained in one time period (the source domain) for a new time period (the target domain), or to adapt the localization model trained on a mobile device (the source domain) for a new mobile device (the target domain) with little or without additional calibration [91, 98, 152, 165].

As a third example, transfer learning has been shown to be promising for defect prediction in the area of software engineering, where the goal is to build a prediction model from data sets mined from software repositories, and the model is used to identify software defects. In the past few years, numerous effective software defect prediction approaches based on supervised machine learning techniques have been proposed and received a tremendous amount of attention [66, 83]. In practice, cross-project defect prediction is necessary. New projects often do not have enough defect data to build a prediction model. This cold-start is a well-known problem for recommender systems [116] and can be addressed by using cross-project defect prediction to build a prediction model using data from other projects. The model is then applied to new projects. However, as reported by some researchers, cross-project defect prediction often yields poor performance [170]. One of the main reasons for the poor cross-project prediction performance is the difference between the data distributions of the source and target projects. To improve the cross-project prediction performance
FIGURE 21.1 (See color insert.): Contours of RSS values over a 2-dimensional environment collected from a same access point in different time periods and received by different mobile devices. Different colors denote different values of signal strength.

with little additional human supervision, transfer learning techniques are again desirable, and have proven to be promising [87].

Generally speaking, transfer learning can be classified into two different fields: 1) transfer learning for classification, regression, and clustering problems [97], and 2) transfer learning for reinforcement learning tasks [128]. In this chapter, we focus on transfer learning in data classification and its real-world applications. Furthermore, as first introduced in a survey article [97], there are three main research issues in transfer learning: 1) What to transfer, 2) How to transfer, and 3) When to transfer. Specifically, “What to transfer” asks which part of knowledge can be extracted and transferred across domains or tasks. Some knowledge is domain- or task-specific, which may not be observed in other domains or tasks, while some knowledge is commonly shared by different domains or tasks, which can be treated as a bridge for knowledge transfer across domains or tasks. After discovering which knowledge can be transferred, learning algorithms need to be developed to transfer the knowledge, which corresponds to the “how to transfer” issue. Different knowledge-transfer strategies lead to specific transfer learning approaches. “When to transfer” asks in which situations it is appropriate to use transfer learning. Likewise, we are interested in knowing in which situations
knowledge should not be transferred. In some situations, when the source domain and target domain are not related to each other, brute-force transfer may be unsuccessful. In the worst case, it may even hurt the performance of learning in the target domain, a situation that is often referred to as negative transfer. Therefore, the goal of “When to transfer” is to avoid negative transfer and then ensure positive transfer.

The rest of this chapter is organized as follows. In Section 21.2, we start by giving an overview of transfer learning including its brief history, definitions, and different learning settings. In Sections 21.3–21.4, we summarize approaches into different categories based on two transfer learning settings, namely homogenous transfer learning and heterogeneous transfer learning. In Sections 21.5–21.6, we discuss the negative transfer issue and other research issues of transfer learning. After that, we show diverse real-world applications of transfer learning in Section 21.7. Finally, we give concluding remarks in Section 21.8.

21.2 Transfer Learning Overview

In this section, we will provide an overview of transfer learning in terms of background and motivation. The notations and definitions will also be introduced.

21.2.1 Background

The study of transfer learning is motivated by the fact that people can intelligently apply knowledge learned previously to solve new problems faster or with better solutions [47]. For example, if one is good at coding in C++ programming language, he/she may learn Java programming language fast. This is because both C++ and Java are object-oriented programming (OOP) languages, and share similar programming motivations. As another example, if one is good at playing table tennis, he/she may learn playing tennis fast because the skill sets of these two sports are overlapping. Formally, from a psychological point of view, the definition of transfer learning or learning of transfer is the study of the dependency of human conduct, learning, or performance on prior experience. More than 100 years ago, researchers had already explored how individuals would transfer in one context to another context that share similar characteristics [129].

The fundamental motivation for transfer learning in the field of machine learning is the need for lifelong machine learning methods that retain and reuse previously learned knowledge such that intelligent agencies can adapt to new environments or novel tasks effectively and efficiently with little human supervision. Informally, the definition of transfer learning in the field of machine learning is the ability of a system to recognize and apply knowledge and skills learned in previous domains or tasks to new domains or novel domains, which share some commonality.

21.2.2 Notations and Definitions

In this section, we follow the notations introduced in [97] to describe the problem statement of transfer learning. A domain $\mathcal{D}$ consists of two components: a feature space $X$ and a marginal probability distribution $P(x)$, where $x \in X$. In general, if two domains are different, then they may have different feature spaces or different marginal probability distributions. Given a specific domain, $\mathcal{D} = \{X, P(x)\}$, a task $\mathcal{T}$ consists of two components: a label space $\mathcal{Y}$ and a predictive function $f(\cdot)$ (denoted by $\mathcal{T} = \{\mathcal{Y}, f(\cdot)\}$). The function $f(\cdot)$ is a predictive function that can be used to make predictions on unseen instances $\{x^*\}$'s. From a probabilistic viewpoint, $f(x)$ can be written as
Based on whether labeled data are required or not in the target domain, the instance-based approach can be summarized into four categories: 1) instance-based approach, 2) feature-representation-based approach, 3) model-parameter-based approach, and 4) relational-information-based approach. In the following sections, we describe the motivations of these approaches and introduce some representative methods of each approach.

### 21.3 Homogenous Transfer Learning

In this section, we first give an definition of homogenous transfer learning as follows:

**Definition 1** Given a source domain $D_S$ and learning task $T_S$, a target domain $D_T$ and learning task $T_T$, transfer learning aims to help improve the learning of the target predictive function $f_T(\cdot)$ in $D_T$ using the knowledge in $D_S$ and $T_S$, where $D_S \neq D_T$, or $T_S \neq T_T$.

In the above definition, a domain is a pair $\mathcal{D} = \{\mathcal{X}, P(x)\}$. Thus the condition $D_S \neq D_T$ implies that either $\mathcal{X}_S \neq \mathcal{X}_T$ or $P(x_S) \neq P(x_T)$. Similarly, a task is defined as a pair $\mathcal{T} = \{\mathcal{Y}, P(y|x)\}$. Thus the condition $T_S \neq T_T$ implies that either $\mathcal{Y}_S \neq \mathcal{Y}_T$ or $P(y_S|x_S) \neq P(y_T|x_T)$. When the target and source domains are the same, i.e., $D_S = D_T$, and their learning tasks are the same, i.e., $T_S = T_T$, the learning problem becomes a traditional machine learning problem. Based on whether the feature spaces or label spaces are identical or not, we can further categorize transfer learning into two settings: 1) homogenous transfer learning, and 2) heterogenous transfer learning. In the following two sections, we give the definitions of these two settings and review their representative methods, respectively.

#### 21.3.1 Instance-Based Approach

A motivation of the instance-based approach is that although the source domain labeled data cannot be reused directly, part of them can be reused for the target domain after re-weighting or re-sampling. An assumption behind the instance-based approach is that the source and target domains have a lot of overlapping features, which means that the domains share the same or similar support. Based on whether labeled data are required or not in the target domain, the instance-based approach
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can be further categorized into two contexts: 1) no target labeled data are available, and 2) a few target labeled data are available.

21.3.1.1 Case I: No Target Labeled Data

In the first context, no labeled data are required but a lot of unlabeled data are assumed to be available in the target domain. In this context, most instance-based methods are deployed based on an assumption that \( P_S(y|x) = P_T(y|x) \), and motivated by importance sampling. To explain why importance sampling is crucial for this context of transfer learning, we first review the learning framework of empirical risk minimization (ERM) [132]. Given a task of interest, i.e., the target task, the goal of ERM is to learn an optimal parameter \( \theta^* \) by minimizing the expected risk as follows:

\[
\theta^* = \arg\min_{\theta \in \Theta} \mathbb{E}_{(x,y) \in P_T} [l(x,y, \theta)],
\]

(21.1)

where \( l(x,y, \theta) \) is a loss function that depends on the parameter \( \theta \). Since no labeled data are assumed to be available in the target domain, it is impossible to optimize (21.1) over target domain labeled data. It can be proved that the optimization problem (21.1) can be rewritten as follows:

\[
\theta^* = \arg\min_{\theta \in \Theta} \mathbb{E}_{(x,y) \sim P_S} \left[ \frac{P_T(x,y)}{P_S(x,y)} l(x,y, \theta) \right],
\]

(21.2)

which aims to learn the optimal parameter \( \theta^* \) by minimizing the weighted expected risk over source domain labeled data. Because it is assumed that \( P_S(y|x) = P_T(y|x) \), by decomposing the joint distribution \( P(x,y) = P(y|x)P(x) \), we obtain \( \frac{P_T(x,y)}{P_S(x,y)} = \frac{P_T(x)}{P_S(x)} \). Hence, (21.2) can be further rewritten as

\[
\theta^* = \arg\min_{\theta \in \Theta} \mathbb{E}_{(x,y) \sim P_S} \left[ \frac{P_T(x)}{P_S(x)} l(x,y, \theta) \right],
\]

(21.3)

where a weight of a source domain instance \( x \) is the ratio of the target and source domain marginal distributions at the data point \( x \). Given a sample of source domain labeled data \( \{(x_{Si}, y_{Si})\}_{i=1}^{n_S} \), by denoting \( \tilde{\beta}(x) = \frac{P_T(x)}{P_S(x)} \), a regularized empirical objective of (21.3) can be formulated as

\[
\theta^* = \arg\min_{\theta \in \Theta} \sum_{i=1}^{n_S} \tilde{\beta}(x_{Si})l(x_{Si}, y_{Si}, \theta) + \lambda \Omega(\theta),
\]

(21.4)

where \( \Omega(\theta) \) is a regularization term to avoid overfitting on the training sample. Therefore, a research issue on applying the ERM framework to transfer learning is how to estimate the weights \( \{\tilde{\beta}(x)\}'s \). Intuitively, a simple solution is to first estimate \( P_T(x) \) and \( P_S(x) \), respectively, and thus calculate the ratio \( \frac{P_T(x)}{P_S(x)} \) for each source domain instance \( x_{Si} \). However, density estimations on \( P_T(x) \) and \( P_S(x) \) are difficult, especially when data are high-dimensional and the data size is small. An alternative solution is to estimate \( \frac{P_T(x)}{P_S(x)} \) directly.

In the literature, there exist various ways to estimate \( \frac{P_T(x)}{P_S(x)} \) directly. Here we introduce three representative methods. For more information on this context, readers may refer to [104]. Zadrozny [158] assumed that the difference in data distributions is caused by the data generation process. Specifically, the source domain data are assumed to be sampled from the target domain data following a rejection sampling process. Let \( s \in \{0,1\} \) be a selector variable to denote whether an instance in the target domain is selected to generate the source domain data or not, i.e., \( s = 1 \) denotes the instance is selected, otherwise unselected. In this way, the distribution of the selector variable maps the target distribution onto the source distribution as follows:

\[
P_S(x) \propto P_T(x)P(s = 1|x).
\]
Therefore, the weight \( \beta(x) \) is propositional to \( \frac{1}{P_T(x|x)} \). To estimate \( \frac{1}{P_T(x|x)} \), Zadrozny proposed to consider all source domain data with labels 1’s and all target domain data with labels 0’s, and train a probabilistic classification model on this pseudo classification task to estimate \( P(s = 1|x) \).

Huang et al. [59] proposed a different algorithm known as kernel-mean matching (KMM) to learn \( \frac{P(s|x)}{P_T(x|x)} \) directly by matching the means between the source and target domain data in a reproducing-kernel Hilbert space (RKHS) [117]. Specifically, KMM makes use of Maximum Mean Discrepancy (MMD) introduced by Gretton et al. [52] as a distance measure between distributions. Given two samples, based on MMD, the distance between two sample distributions is simply the distance between the two mean elements in an RKHS. Therefore, the objective of KMM can be written as

\[
\arg \min_\beta \left\| \frac{1}{nS} \sum_{i=1}^{nS} \beta(x_{Si}) \Phi(x_{Si}) - \frac{1}{nT} \sum_{j=1}^{nT} \Phi(x_{Tj}) \right\|_{\mathcal{H}},
\]

(21.5)

subject to \( \beta(x) \in [0, B] \) and \( \frac{1}{nS} \sum_{i=1}^{nS} \beta(x_{Si}) - 1 \leq \varepsilon \),

where \( B \) is the parameter to limit the discrepancy between \( P_S(x) \) and \( P_T(x) \), and \( \varepsilon \) is the nonnegative parameter to ensure the reweighted \( P_S(x) \) is close to a probability distribution. It can be shown that the optimization problem (21.5) can be transformed into a quadratic programming (QP) problem, and the optimal solutions \{\( \beta(x_{Si}) \)\}'s of (21.5) are equivalent to the ratio values \{\( \frac{P_S(x_{Si})}{P_T(x_{Si})} \)\}'s of (21.3) to be estimated.

As a third method, Sugiyama et al. [127] assumed that the ratio \( \beta(x) \) can be estimated by the following linear model,

\[
\tilde{\beta}(x) = \sum_{i=1}^{b} \alpha_i \psi_i(x),
\]

where \{\( \psi_i(x) \)\}'s are the basic functions that are predefined, and the coefficients \{\( \alpha_i \)\}'s are the parameters to be estimated. In this way, the problem of estimating \( \tilde{\beta}(x) \) is transformed into the problem of estimating the parameters \{\( \alpha_i \)\}'s. By denoting \( \tilde{P}_T(x) = \tilde{\beta}(x)P_S(x) \), the parameters can be learned by solving the following optimization problem,

\[
\arg \min_{\{\alpha_i\}_{i=1}^{b}} l(P_T(x), \tilde{P}_T(x)),
\]

where \( l(\cdot) \) is a loss function of the estimated target distribution \( \tilde{P}_T(x) \) to the ground truth target distribution \( P_T(x) \). Different loss functions lead to various specific algorithms. For instance, Sugiyama et al. [127] proposed to use the Kullback-Leibler divergence as the loss function, while Kanamori et al. [65] proposed to use the least-squared loss as the loss function. Note that the ground truth of \( P_S(x) \) and \( P_T(x) \) are unknown. However, as shown in [65, 127], \( P_S(x) \) and \( P_T(x) \) can be eliminated when optimizing the parameters \{\( \alpha_i \)\}'s.

### 21.3.1.2 Case II: A Few Target Labeled Data

In the second context of the instance-based approach, a few target labeled data are assumed to be available. Different from the approaches in the first context, in this context, most approaches are proposed to weight the source domain data based on their contributions to the classification accuracy for the target domain.

Wu and Dietterich [142] integrated the source domain labeled data together with a few target domain labeled data into the standard Support Vector Machine (SVM) framework for improving the
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classification performance for the target domain as follows:

\[
\arg \min_{w, \xi_S, \xi_T} \frac{1}{2} \| w \|_2^2 + \lambda_T \sum_{i=1}^{n_T} \xi_T + \lambda_S \sum_{i=1}^{n_S} \xi_S,
\]

(21.6)

where \( n_T \) is the number of target domain labeled data, \( w \) is the model parameter, \( \xi_S \) and \( \xi_T \) are the slack variables to absorb errors on the source and target domain data, respectively, \( \lambda_S \) and \( \lambda_T \) are the tradeoff parameters to balance the impact of different terms in the objective, and \( \gamma_i \) is the weight on the source domain instance \( x_S \). There are various ways to set the values of \( \gamma_i \)'s. In [142], Wu and Dietterich proposed to simply set \( \gamma_i = 1 \) for each data point in the source domain. Jiang and Zhai [62] proposed a heuristic method to remove the “misleading” instances from the source domain, which is equivalent to setting \( \gamma_i = 0 \) for all “misleading” source domain instances and \( \gamma_i = 1 \) for the remaining instances. Note that the basic classifier used in [62] is a probabilistic model instead of SVM, but the idea is similar.

Dai et al. [38] proposed a boosting algorithm, known as TrAdaBoost, for transfer learning. TrAdaBoost is an extension of the AdaBoost algorithm [49]. The basic idea of TrAdaBoost attempts to iteratively re-weight the source domain data to reduce the effect of the “bad” source data while encouraging the “good” source data to contribute more to the target domain. Specifically, for each round of boosting, TrAdaBoost uses the same strategy as AdaBoost to update weights of the target domain labeled data, while proposing a new mechanism to decrease the weights of misclassified source domain data.

### 21.3.2 Feature-Representation-Based Approach

As described in the previous section, for the instance-based approach, a common assumption is that the source and target domains have a lot of overlapping features. However, in many real-world applications, the source and target domains may only have some overlapping features, which means that many features may only have support in either the source or target domain. In this case, most instance-based methods may not work well. The feature-representation-based approach to transfer learning is promising to address this issue. An intuitive idea behind the feature-representation-based approach is to learn a “good” feature representation for the source and target domains such that based on the new representation, source domain labeled data can be reused for the target domain. In this sense, the knowledge to be transferred across domains is encoded into the learned feature representation. Specifically, the feature-representation-based approach aims to learn a mapping \( \phi(\cdot) \) such that the difference between the source and target domain data after transformation, \( \{\phi(x_S)\} \)'s and \( \{\phi(x_T)\} \)'s, can be reduced. In general, there are two ways to learn such a mapping \( \phi(\cdot) \) for transfer learning. One is to encode specific domain or application knowledge into learning the mapping, the other is to propose a general method to learn the mapping without taking any domain or application knowledge into consideration.

#### 21.3.2.1 Encoding Specific Knowledge for Feature Learning

In this section, we use sentiment classification as an example to present how to encode domain knowledge into feature learning. In sentiment classification, a domain denotes a class of objects or events in the world. For example, different types of products, such as books, dvds, and furniture, can be regarded as different domains. Sentiment data are the text segments containing user opinions about objects, events, and their properties of the domain. User sentiment may exist in the form of a sentence, paragraph, or article, which is denoted by \( x_j \). Alternatively, it corresponds with a sequence of words \( v_1 v_2 ... v_s \), where \( w_j \) is a word from a vocabulary \( V \). Here, we represent user sentiment data
by a bag of words with \( c(v_j, x_j) \) to denote the frequency of word \( v_j \) in \( x_j \). Without loss of generality, we use a unified vocabulary \( \mathcal{W} \) for all domains, and assume \(|\mathcal{W}| = m\).

For each sentiment data \( x_j \), there is a corresponding label \( y_j \), where \( y_j = +1 \) if the overall sentiment expressed in \( x_j \) is positive, and \( y_j = -1 \) if the overall sentiment expressed in \( x_j \) is negative. A pair of sentiment text and its corresponding sentiment polarity \( \{x_j, y_j\} \) is called the labeled sentiment data. If \( x_j \) has no polarity assigned, it is unlabeled sentiment data. Note that besides positive and negative sentiment, there are also neutral and mixed sentiment data in practical applications. Mixed polarity means user sentiment is positive in some aspects but negative in other ones. Neutral polarity means that there is no sentiment expressed by users. In this chapter, we only focus on positive and negative sentiment data.

For simplicity, we assume that a sentiment classifier \( f \) is a linear function as

\[
y^* = f(x) = \text{sgn}(w^\top x),
\]

where \( x \in \mathbb{R}^{m \times 1} \), \( \text{sgn}(w^\top x) = +1 \) if \( w^\top x \geq 0 \), otherwise, \( \text{sgn}(w^\top x) = -1 \), and \( w \) is the weight vector of the classifier, which can be learned from a set of training data (i.e., pairs of sentiment data and their corresponding polarity labels).

Consider the example shown in Table 21.1 as an motivating example. We use the standard bag-of-words representation to represent sentiment data of the Electronics and Video Games domains. From Table 21.2, we observe that the difference between domains is caused by the frequency of the domain-specific words. On one hand, the domain-specific words in the Electronics domain, such as compact, sharp and blurry, cannot be observed in the Video Games domain. On the other hand, the domain-specific words in the Video Games domain, such as hooked, realistic and boring, cannot be observed in the Electronics domain. Suppose that the Electronics domain is the source domain and the Video Games domain is the target domain. Apparently, based on the three training sentences in the Electronics domain, the weights of the features compact and sharp are positive, the weight of the feature blurry are negative, and the weights of the features hooked, realistic and boring can be arbitrary or zeros if an \( \ell_1 \)-norm regularization term is performed on \( w \) for model training. However, an ideal weight vector for the Video Games domain are supposed to have positive weights on the features hooked, realistic and a negative weight on the feature boring. Therefore, a classifier learned from the Electronics domain may predict poorly or randomly on the Video Games domain data.

### TABLE 21.2: Bag-of-Words Representations of Electronics and Video Games Reviews.

<table>
<thead>
<tr>
<th></th>
<th>compact</th>
<th>sharp</th>
<th>blurry</th>
<th>hooked</th>
<th>realistic</th>
<th>boring</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>electronics</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>+1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td><strong>video games</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>+1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>+1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
</tr>
<tr>
<td>-1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

**Note:** Only domain-specific features are considered.

Generally speaking, in sentiment classification, features can be classified into three types: 1) source domain (i.e., the Electronics domain) specific features, such as compact, sharp, and blurry, 2) target domain (i.e., the Video Game domain) specific features, such as hooked, realistic, and boring, and 3) domain independent features or pivot features, such as good, excited, nice, and never July. Based on these observations, an intuitive idea of feature learning is to align the source and target domain specific features to generate cluster- or group- based features by using the domain independent features as a bridge such that the difference between the source and target domain data based on the new feature representation can be reduced. For instance, if the domain specific features shown in Table 21.2 can be aligned in the way presented in Table 21.3, where the feature alignments are
used as new features to represent the data, then apparently, a linear model learned from the source domain (i.e., the Electronics domain) can be used to make precise predictions on the target domain data (i.e., the Video Game domain).

| TABLE 21.3: Using Feature Alignments as New Features to Represent Cross-Domain Data. |
|-----------------|-----------------|-----------------|-----------------|
|                 | sharp | hooked | compact | realistic | blurry | boring |
| electronics     | +1    | 1      | 1       | 0          |        |        |
|                 | +1    | 1      | 0       | 0          |        |        |
|                 | -1    | 0      | 0       | 1          |        |        |
| video games     | +1    | 1      | 0       | 0          |        |        |
|                 | +1    | 1      | 1       | 0          |        |        |
|                 | -1    | 0      | 0       | 1          |        |        |

Therefore, there are two research issues to be addressed. A first issue is how to identify domain independent or pivot features. A second issue is how to utilize the domain independent features and domain knowledge to align domain specific features from the source and target domains to generate new features. Here the domain knowledge is that if two sentiment words co-occur frequently in one sentence or document, then their sentiment polarities tend to be the same with a high probability.

For identifying domain independent or pivot features, some researchers have proposed several heuristic approaches [18,92]. For instance, Blitzer et al. [18] proposed to select pivot features based on the term frequency in both the source and target domains and the mutual dependence between the features and labels in the source domain. The idea is that a pivot feature should be discriminative to the source domain data and appear frequently in both the source and target domains. Pan et al. [92] proposed to select domain independent features based on the mutual dependence between features and domains. Specifically, by considering all instances in the source domain with labels 1’s and all instances in the target domain with labels 0’s, the mutual information can be used to measure the dependence between the features and the constructed domain labels. The motivation is that if a feature has high mutual dependence to the domains, then it is domain specific. Otherwise, it is domain independent.

For aligning domain specific features from the source and target domains to generate cross-domain features, Blitzer et al. [19] proposed the structural correspondence learning (SCL) method. SCL is motivated by a multi-task learning algorithm, alternating structure optimization (ASO) [4], which aims to learn common features underlying multiple tasks. Specifically, SCL first identifies a set of pivot features of size \( m \), and then treats each pivot feature as a new output vector to construct a pseudo task with non-pivot features as inputs. After that, SCL learns \( m \) linear classifiers to model the relationships between the non-pivot features and the constructed output vectors as follows,

\[
y_j = \text{sgn}(w_j^\top x_{np}), \quad j = 1, \ldots, m,
\]

where \( y_j \) is an output vector constructed from a corresponding pivot feature, and \( x_{np} \) is a vector of non-pivot features. Finally, SCL performs the singular value decomposition (SVD) on the weight matrix \( W = [w_1 w_2 \ldots w_m] \in \mathbb{R}^{q \times m} \), where \( q \) is the number of non-pivot features, such that \( W = UDV^\top \), where \( U_{q \times r} \) and \( V_{r \times m} \) are the matrices of the left and right singular vectors. The matrix \( D_{r \times r} \) is a diagonal matrix consisting of non-negative singular values, which are ranked in non-increasing order. The matrix \( U_{[1:h]}^\top \), where \( h \) is the number of features to be learned, is then used as a transformation to align domain-specific features to generate new features.

Pan et al. [92] proposed the Spectral Feature Alignment (SFA) method for aligning domain specific features, which shares a similar high-level motivation with SCL. Instead of constructing pseudo tasks to use model parameters to capture the correlations between domain-specific and domain-independent features, SFA aims to model the feature correlations using a bipartite graph. Specifically, in the bipartite graph, a set of nodes correspond to the domain independent features,
and the other set of nodes correspond to domain specific features in either the source or target domain. There exists an edge connecting a domain specific feature and a domain independent feature, if they co-occur in the same document or within a predefined window. A number associated on an edge is the total number of the co-occurrence of the corresponding domain specific and domain independent features in the source and target domains. The motivation of using a bipartite graph to model the feature correlations is that if two domain specific features have connections to more common domain independent features in the graph, they tend to be aligned or clustered together with a higher probability. Meanwhile, if two domain independent features have connections to more common domain specific features in the graph, they tend to be aligned together with a higher probability. After the bipartite graph is constructed, the spectral clustering algorithm [88] is applied on the graph to cluster domain specific features. In this way, the clusters can be treated as new features to represent cross-domain data.

21.3.2.2 Learning Features by Minimizing Distance between Distributions

In the previous section, we have shown how to encode domain knowledge into feature learning for transfer learning. However, in many real-work scenarios, domain knowledge is not available as input. In this case, general approaches to feature learning for transfer learning are required. In this section, we first introduce a feature learning approach to transfer learning based on distribution minimization in a latent space.

Note that in many real-world applications, the observed data are controlled by only a few latent factors. If the two domains are related to each other, they may share some latent factors (or components). Some of these common latent factors may cause the data distributions between domains to be different, while others may not. Meanwhile, some of these factors may capture the intrinsic structure or discriminative information underlying the original data, while others may not. If one can recover those common latent factors that do not cause much difference between data distributions and do preserve the properties of the original data, then one can treat the subspace spanned by these latent factors as a bridge to make knowledge transfer possible. Based on this motivation, Pan et al. [90] proposed a dimensionality reduction algorithm for transfer learning, whose high-level idea can be formulated as follows:

\[
\min_{\phi} \text{Dist}(\phi(X_S), \phi(X_T)) + \lambda \Omega(\phi)
\] (21.7)

\[\text{s.t.} \quad \text{constraints on } \phi(X_S) \text{ and } \phi(X_T),\]

where \(\phi\) is the mapping to be learned, which maps the original data to a low-dimensional space. The first term in the objective of (21.7) aims to minimize the distance in distributions between the source and target domain data, \(\Omega(\phi)\) is a regularization term on the mapping \(\phi\), and the constraints are to ensure original data properties are preserved.

Note that, in general, the optimization problem (21.7) is computationally intractable. To make it computationally solvable, Pan et al. [90] proposed to transform the optimization problem (21.7) to a kernel matrix learning problem, resulting in solving a semidefinite program (SDP). The proposed method is known as Maximum Mean Discrepancy Embedding (MMDE), which is based on the non-parametric measure MMD as introduced in Section 21.3.1.1. MMDE has proven to be effective in learning features for transfer learning. However, it has two major limitations: 1) Since it requires to solve a SDP, its computational cost is very expensive; 2) Since it formulates the kernel matrix learning problem in a transductive learning setting, it cannot generalize to out-of-sample instances. To address the limitations of MMDE, Pan et al. [95, 96] further relaxed the feature learning problem of MMDE to a generalized eigen-decomposition problem, which is very efficient and easily generalized to out-of-sample instances. Similarly, motivated by the idea of MMDE, Si et al. [125] proposed to use the Bregman divergence as the distance measure between sample distributions to minimize the distance between the source and target domain data in a latent space.
21.3.2.3 Learning Features Inspired by Multi-Task Learning

Besides learning features by minimizing distance in distributions, another important branch of approaches to learning features for transfer learning is motivated by multi-task learning [24]. In multi-task learning, given multiple tasks with a few labeled training data for each task, the goal is to jointly learn individual classifiers for different tasks by exploring latent common features shared by the tasks. Without loss of generality, for each task, we assume that the corresponding classifier is linear, and can be written as
\[ f(x) = \langle \Theta, (U^\top x) \rangle = \Theta^\top (U^\top x), \]

where \( \Theta \in \mathbb{R}^{k \times 1} \) is the individual model parameter to be learned, and \( U \in \mathbb{R}^{m \times k} \) is the transformation shared by all task data, which maps original data to a \( k \)-dimensional feature space, and needs to be learned as well. Note that the setting of multi-task learning is different from that of transfer learning, where a lot of labeled training data are assumed to be available in a source domain, and the focus is to learn a more precise model for the target domain. However, the idea of common feature learning under different tasks can still be borrowed for learning features for transfer learning by assuming that a few labeled training data in the target domain are available. The high-level objective of feature learning based on multi-task learning can be formulated as follows:

\[
\min_{U, \Theta_t, b_t} \sum_{t \in \{S,T\}} \sum_{i=1}^{n_t} l(U^\top x_{ti}, y_{ti}, \Theta_t) + \lambda \Omega(\Theta, U) \\
\text{s.t. constraints on } U, \tag{21.8}
\]

where \( \Theta = [\Theta_S, \Theta_T] \in \mathbb{R}^{k \times 2} \) and \( \Omega(\Theta, U) \) is a regularization term on \( \Theta \) and \( U \). Based on different forms of \( \Omega(\Theta, U) \) and different constraints on \( U \), approaches to learning features based on multi-task learning can be generally classified into two categories. In a first category of approaches, \( U \) is assumed to be full rank, which means that \( m = k \), and \( \Theta \) is sparse. A motivation behind this is that the full-rank \( U \) is only to transform the data from original space to another space of the same dimensionality, where a few \( \text{good} \) features underlying different tasks can be found potentially, and the sparsity assumption on \( \Theta \) is to select such \( \text{good} \) features and ignore those that are not helpful for the source and target tasks. One of the representative approaches in this category was proposed by Argyriou et al. [6], where the \( \| \cdot \|_2,1 \) norm is proposed to regularize the matrix form of the model parameters \( \Theta \), and \( U \) is assumed to be orthogonal, which means that \( U^\top U = UU^\top = I \). As shown in [6], the optimization problem can be transformed to a convex optimization formulation and solved efficiently. In a follow-up work, Argyriou et al. [8] proposed a new spectral function on \( \Theta \) for multi-task feature learning.

In a second category of approaches, \( U \) is assumed to be row rank, which means that \( k < m \), or \( k \ll m \) in practice, and there are no sparsity assumptions on \( \Theta \). In this way, \( U \) transforms the original data to \( \text{good} \) common feature representations directly. Representative approaches in this category include the Alternating Structure Optimization (ASO) method, which has been mentioned in Section 21.3.2.1. As described in ASO, the SVD is performed on the matrix of the source and target model-parameters to recover a low-dimensional predictive space as a common feature space. The ASO method has been applied successfully to several applications [5, 18]. However, the proposed optimization problem is non-convex and thus a global optimum is not guaranteed to be achieved. Chen et al. [30] presented an improved formulation, called iASO, by proposing a novel regularization term on \( U \) and \( \Theta \). Furthermore, in order to convert the new formulation into a convex formulation, in [30], Chen et al. proposed a convex alternating structure optimization (cASO) algorithm to solve the optimization problem.

\[ ^1 \text{The } \| \cdot \|_{2,1, \text{norm of } \Theta \text{ is defined as } \| \Theta \|_{2,1} = \sum_{i=1}^{m} \| \Theta_i \|_1, \text{ where } \Theta_i \text{ is the } i^{\text{th}} \text{ row of } \Theta.} \]
21.3.2.4 Learning Features Inspired by Self-Taught Learning

Besides borrowing ideas from multi-task learning, a third branch of feature learning approaches to transfer learning is inspired by self-taught learning [105]. In self-taught learning, a huge number of unlabeled data are assumed to be available, whose labels can be different from those of the task of interest. The goal is to learn a set of higher-level features such that based on these higher-level features; a classifier trained on a few labeled training data can perform well on the task of interest. In this branch of approaches, a common assumption is that large-scale unlabeled or labeled source domain data, which can come from a single source or multiple sources, are available as inputs, and a few labeled data in the target domain are available as well. Most methods consist of three steps: 1) to learn higher-level features from the large-scale source domain data with or without their label information; 2) to represent the target domain data based on the higher-level features; 3) to train a classifier on the new representations of the target domain data with corresponding labels. A key research issue in these approaches is how to learn higher-level features. Raina et al. [105] proposed to apply sparse coding [70], which is an unsupervised feature construction method, to learn the higher-level features for transfer learning. Glorot et al. [51] proposed to apply deep learning to learn the higher-level features for transfer learning. Note that the goal of deep learning is to generate hierarchical features from lower-level input features, where the features generated in higher layers are assumed to be more higher level.

21.3.2.5 Other Feature Learning Approaches

In addition to the above three branches of feature learning methods for transfer learning, Daumé III [39] proposed a simple feature augmentation method for transfer learning in the field of Natural Language Processing (NLP). The proposed method aims to augment each of the feature vectors of different domains to a high dimensional feature vector as follows,

\[ \tilde{x}_S = [x_S \ x_S \ 0], \]
\[ \tilde{x}_T = [x_T \ 0 \ x_T], \]

where \( x_S \) and \( x_T \) are original feature vectors of the source and target domains, respectively, and \( 0 \) is a vector of zeros, whose length is equivalent to that of the original feature vector. The idea is to reduce the difference between domains while ensuring the similarity between data within domains is larger than that across different domains. In a follow-up work, Daumé III [40] extends the feature augmentation method in a semi-supervised learning manner. Dai et al. [36] proposed a co-clustering based algorithm to discover common feature clusters, such that label information can be propagated across different domains by using the common clusters as a bridge. Xue et al. [147] proposed a cross-domain text classification algorithm that extends the traditional probabilistic latent semantic analysis (PLSA) [58] algorithm to extract common topics underlying the source and target domain text data for transfer learning.

21.3.3 Model-Parameter-Based Approach

The first two categories of approaches to transfer learning are in the data level, where the instance-based approach tries to reuse the source domain data after re-sampling or re-weighting, while the feature-representation-based approach aims to find a good feature representation for both the source and target domains such that based on the new feature representation, source domain data can be reused. Different from these two categories of approaches to transfer learning can be referred to as the model-parameter-based approach, which assumes that the source and target tasks share some parameters or prior distributions of the hyper-parameters of the models. A motivation of the model-parameter-based approach is that a well-trained source model has captured a lot of structure, which can be transferred to learn a more precise target model. In this
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In this section, we first introduce a simple method to show how to transfer knowledge across tasks or domains through model parameters, and then describe a general framework of the model-parameter-based approach.

Without loss of generality, we assume that the classifier to be learned is linear and can be written as follows,

\[ f(x) = \langle \theta, x \rangle = \theta^T x = \sum_{i=1}^{m} \theta_i x_i. \]

Given a lot of labeled training data in the source domain and a few labeled training data in the target domain, we further assume that the source model parameter \( \theta_S \) is well-trained, and our goal is to exploit the structure captured by \( \theta_S \) to learn a more precise model parameter \( \theta_T \) from the target domain training data.

Evgeniou and Pontil [48] proposed that the model parameter can be decomposed into two parts; one is referred to as a task specific parameter, and the other is referred to as a common parameter. In this way, the source and target model parameters \( \theta_S \) and \( \theta_T \) can be decomposed as

\[ \theta_S = \theta_0 + v_S, \quad \theta_T = \theta_0 + v_T, \]

where \( \theta_0 \) is the common parameter shared by the source and target classifiers, \( v_S \) and \( v_T \) are the specific parameters of the source and target classifiers, respectively. Evgenious and Pontil further proposed to learn the common and specific parameters by solving the following optimization problem,

\[ \arg\min_{\theta_S, \theta_T} \sum_{t \in \{S, T\}} \sum_{i=1}^{n_t} l(x_{ti}, y_{ti}, \theta_t) + \lambda \Omega(\theta_0, v_S, v_T), \]  

(21.9)

where \( \Omega(\theta_0, v_S, v_T) \) is the regularization term on \( \theta_0, v_S \) and \( v_T \), and \( \lambda > 0 \) is the corresponding trade-off parameter. The simple idea presented in (21.9) can be generalized to a framework of the model-parameter-based approach as follows,

\[ \arg\min_{\Theta} \sum_{t \in \{S, T\}} \sum_{i=1}^{n_t} l(x_{ti}, y_{ti}, \theta_t) + \lambda_1 \text{tr}(\Theta^\top \Theta) + \lambda_2 f(\Theta) \]  

(21.10)

where \( \Theta = [\theta_S \, \theta_T] \), \( \text{tr}(\Theta^\top \Theta) \) is a regularization on \( \theta_S \) and \( \theta_T \) to avoid overfitting, and \( f(\Theta) \) is to model the correlations between \( \theta_S \) and \( \theta_T \), which is used for knowledge transfer. Different forms of \( f(\Theta) \) lead to various specific methods. It can be shown that in (21.9), \( f(\Theta) \) can be defined by the following form,

\[ f(\Theta) = \sum_{t \in \{S, T\}} \left\| \theta_t - \frac{1}{2} \sum_{s \in \{S, T\}} \theta_s \right\|_2^2. \]  

(21.11)

Besides using (21.11), Zhang and Yeung [161] proposed the following form to model the correlations between the source and target parameters,

\[ f(\Theta) = \text{tr}(\Theta^\top \Omega^{-1} \Theta), \]  

(21.12)

where \( \Omega \) is the covariance matrix to model the relationships between the source and target domains, which is unknown and needs to be learned with the constraints \( \Omega \succeq 0 \) and \( \text{tr}(\Omega) = 1 \). Agarwal et al. [1] proposed to use a manifold of parameters to regularize the source and target parameters as follows:

\[ f(\Theta) = \sum_{t \in \{S, T\}} \left\| \theta_t - \tilde{\theta}_t^M \right\|^2, \]  

(21.13)
where $\tilde{\theta}^M_S$ and $\tilde{\theta}^M_T$ are the projections of the source parameter $\theta_S$ and target parameter $\theta_T$ on the manifold of parameters, respectively.

Besides the framework introduced in (21.10), there are a number of methods that are based on non-parametric Bayesian modeling. For instance, Lawrence and Platt [69] proposed an efficient algorithm for transfer learning based on Gaussian Processes (GP) [108]. The proposed model tries to discover common parameters over different tasks, and an informative vector machine was introduced to solve large-scale problems. Bonilla et al. [21] also investigated multi-task learning in the context of GP. Bonilla et al. proposed to use a free-form covariance matrix over tasks to model inter-task dependencies, where a GP prior is used to induce the correlations between tasks. Schwaighofer et al. [118] proposed to use a hierarchical Bayesian framework (HB) together with GP for transfer learning.

21.3.4 Relational-Information-Based Approaches

A fourth category of approaches is referred to as the relational-information-based approach. Different from the other three categories, the relational-information-based approach assumes that some relationships between objects (i.e., instances) are similar across domains or tasks; if these common relationships can be extracted, then they can be used for knowledge transfer. Note that in this category of approaches, data in the source and target domains are not required to be independent and identically distributed (i.i.d.).

Mihalkova et al. [84] proposed an algorithm known as TAMAR to transfer relational knowledge with Markov Logic Networks (MLNs) [110] across the source and target domains. MLNs is a statistical relational learning framework, which combines the compact expressiveness of first-order logic with flexibility of probability. In MLNs, entities in a relational domain are represented by predicates and their relationships are represented in first-order logic. TAMAR is motivated by the fact that if two domains are related to each other, there may exist mappings to connect entities and their relationships from the source domain to the target domain. For example, a professor can be considered as playing a similar role in an academic domain to a manager in an industrial management domain. In addition, the relationship between a professor and his or her students is similar to that between a manager and his or her workers. Thus, there may exist a mapping from professor to manager and a mapping from the professor-student relationship to the manager-worker relationship. In this vein, TAMAR tries to use an MLN learned for the source domain to aid in the learning of an MLN for the target domain. In a follow-up work, Mihalkova et al. [85] extended TAMAR in a single-entity-centered manner, where only one entity in the target domain is required in training.

Instead of mapping first-order predicates across domains, Davis et al. [41] proposed a method based on second-order Markov logic to transfer relational knowledge. In second-order Markov Logic, predicates themselves can be variables. The motivation of the method is that though lower-level knowledge such as propositional logic or first-order logic is domain or task specific, higher-level knowledge such as second-order logic is general for different domains or tasks. Therefore, this method aims to generate a set of second-order logic formulas through second-order MLNs from the source domain, and use them as higher-level templates to instantiate first-order logic formulas in the target domain.

More recently, Li et al. [74] proposed a relation-information-based method for sentiment analysis across domains. In this method, syntactic relationships between topic and sentiment words are exploited to propagate label information across the source and target domains. The motivation behind this method is that though the sentiment and topic words used in the source and target domains may be different, the syntactic relationships between them may be similar or the same across domains. Based on a few sentiment and topic seeds in the target domain, together with the syntactic relationships extracted from the source domain by using NLP techniques, lexicons of topic and sentiment words can be expanded iteratively in the target domain.
Transfer Learning

Note that the relational-information-based approach introduced in this section aims to explore and exploit relationships between instances instead of the instances themselves for knowledge transfer. Therefore, the relational-information-based approach can also be applied to heterogeneous transfer learning problems that will be introduced in the following section, where the source and target feature or label spaces are different.

21.4 Heterogeneous Transfer Learning

In the previous section, we have introduced four categories of approaches to homogeneous transfer learning. Recently, some researchers have already started to consider transfer learning across heterogeneous feature spaces or non-identical label spaces. In this section, we start by giving a definition of heterogeneous transfer learning as follows,

**Definition 3** Given a source domain \( D_S \) and learning task \( T_S \), a target domain \( D_T \) and learning task \( T_T \), heterogeneous transfer learning aims to help improve the learning of the target predictive function \( f_T(\cdot) \) in \( D_T \) using the knowledge in \( D_S \) and \( T_S \), where \( X_S \cap X_T = \emptyset \) or \( Y_S \neq Y_T \).

Based on the definition, heterogeneous transfer learning can be further categorized into two contexts: 1) approaches to transferring knowledge across heterogeneous feature spaces, and 2) approaches to transferring knowledge across different label spaces.

21.4.1 Heterogeneous Feature Spaces

How to transfer knowledge successfully across different feature spaces is an interesting issue. It is related to multi-view learning [20], which assumes that the features for each instance can be divided into several views, each with its own distinct feature space. Though multi-view learning techniques can be applied to model multi-modality data, it requires that each instance in one view must have its correspondence in other views. In contrast, transfer learning across different feature spaces aims to solve the problem where the source and target domain data belong to two different feature spaces such as image vs. text, without correspondences across feature spaces. Recently, some heterogeneous transfer learning methods have been developed and applied to various applications, such as cross-language text classification [77, 101, 135], image classification [168], [33], [64], and object recognition [67, 115].

Transfer learning methods across heterogeneous feature spaces can be further classified into two categories. A first context of approaches is to learn a pair of feature mappings to transform the source and target domain heterogeneous data to a common latent space. Shi et al. [124] proposed a Heterogeneous Spectral Mapping (HeMap) method to learn the pair of feature mappings based on spectral embedding, where label information is discarded in learning. Wang and Mahadevan [135] proposed a manifold alignment method to align heterogeneous features in a latent space based on a manifold regularization term, which is denoted by DAMA in the sequel. In DAMA, label information is exploited to construct similarity matrix for manifold alignment. However, DADA only works on the data that have strong manifold structures, which limits its transferability on those data where the manifold assumption does not hold. More recently, Duan et al. [44] proposed a Heterogeneous Feature Augmentation (HFA) method to augment homogeneous common features learned by a SVM-style approach with heterogeneous features of the source and target domains for transfer learning. The proposed formulation results in a semidefinite program (SDP), whose computational cost is very expensive.

Another context is to learn a feature mapping to transform heterogeneous data from one domain to another domain directly. In [34, 101], the feature mappings are obtained based on some
translators to construct corresponding features across domains. However, in general, such translators for corresponding features are not available and difficult to construct in many real-world applications. Kulis [67] proposed an Asymmetric Regularized Cross-domain transformation (ARC-t) method to learn asymmetric transformation across domains based on metric learning. Similar to DAMA, ARC-t also utilizes the label information to construct similarity and dissimilarity constraints between instances from the source and target domains, respectively. The formulated metric learning problem can be solved by an alternating optimization algorithm.

### 21.4.2 Different Label Spaces

In some real-world scenarios, the label spaces or categories of the source and target domain may not be the same. In this case, it is crucial to develop transfer learning methods to propagate knowledge across labels or categories. A common idea behind most existing approaches in this setting is to explore and exploit the relationships between the source and target categories such that label information can be propagated across domains. Shi et al. [123] proposed a risk-sensitive spectral partition (RSP) method to align the source and target categories based on spectral partitioning. Dai et al. [35] proposed an EigenTransfer framework to use a three-layer bipartite graph to model the relationships between instances, features, and categories. Through the three-layer bipartite graph, label information can be propagated across different categories. Quadrianto et al. [103] proposed to maximize mutual information between labels across domains to identify their correspondences. Qi et al. [102] proposed an optimization algorithm to learn a parametric matrix to model the correlations between labels across domains based on the similarities between cross-domain input data. Xiang et al. [144] proposed a novel framework named source-selection-free transfer learning (SSFTL) to achieve knowledge transfer from a Web-scale auxiliary resource, e.g., Wikipedia, for universal text classification. The idea of SSFTL is to first pre-train a huge number of source classifiers from the auxiliary resource offline, then when a target task is given, whose labels may not be observed in the auxiliary resource, SSFTL makes use of social tagging data, e.g., Flickr to bridge the auxiliary labels and the target labels, and finally select relevant source classifiers to solve the target task automatically.

### 21.5 Transfer Bounds and Negative Transfer

For theoretical study of transfer learning, an important issue is to recognize the limit of the power of transfer learning. So far, most theoretical studies are focused on homogeneous transfer learning. There are some research works analyzing the generalization bound in a special setting of homogeneous transfer learning where only the marginal distributions, $P_S(x)$ and $P_T(x)$, of the source and target domain data are assumed to be different [12–14, 17]. Though the generalization bounds proved in various works differ slightly, there is a common conclusion that the generalization bound of a learning model in this setting consists of two terms, one being the error bound of the learning model on the source domain labeled data, the other being the bound on the distance between the source and target domains, more specifically the distance between marginal probability distributions between domains.

In a more general setting, homogeneous transfer learning where the predictive distributions, $P_S(y|x)$ and $P_T(y|x)$, of the source and target domain data can be different, theoretical studies are more focused on the issue of transferability. That is to ask, how to avoid negative transfer and then ensure a “safe transfer” of knowledge. Negative transfer happens when the source domain/task data contribute to the reduced performance of learning in the target domain/task. Although how to avoid...
negative transfer is a very important issue, few research works were proposed on this issue in the past. Rosenstein et al. [114] empirically showed that if two tasks are very dissimilar, then brute-force transfer may hurt the performance of the target task.

Recently, some research works have been explored to analyze relatedness among tasks using task clustering techniques, such as [11, 15], which may help provide guidance on how to avoid negative transfer automatically. Bakker and Heskes [11] adopted a Bayesian approach in which some of the model parameters are shared for all tasks and others are more loosely connected through a joint prior distribution that can be learned from the data. Thus, the data are clustered based on the task parameters, where tasks in the same cluster are supposed to be related to each other. Hassan Mahmud and Ray [80] analyzed the case of transfer learning using Kolmogorov complexity, where some theoretical bounds are proved. In particular, they used conditional Kolmogorov complexity to measure relatedness between tasks and transfer the “right” amount of information in a sequential transfer learning task under a Bayesian framework. Eaton et al. [46] proposed a novel graph-based method for knowledge transfer, where the relationships between source tasks are modeled by a graph using transferability as the metric. To transfer knowledge to a new task, one needs to map the target task to the graph and learn a target model on the graph by automatically determining the parameters to transfer to the new learning task.

More recently, Argyriou et al. [7] considered situations in which the learning tasks can be divided into groups. Tasks within each group are related by sharing a low-dimensional representation, which differs among different groups. As a result, tasks within a group can find it easier to transfer useful knowledge. Jacob et al. [60] presented a convex approach to cluster multi-task learning by designing a new spectral norm to penalize over a set of weights, each of which is associated to a task. Bonilla et al. [21] proposed a multi-task learning method based on Gaussian Process (GP), which provides a global approach to model and learn task relatedness in the form of a task covariance matrix. However, the optimization procedure introduced in [21] is non-convex and its results may be sensitive to parameter initialization. Motivated by [21], Zhang and Yeung [161] proposed an improved regularization framework to model the negative and positive correlation between tasks, where the resultant optimization procedure is convex.

The above works [7, 11, 15, 21, 60, 161] on modeling task correlations are from the context of multi-task learning. However, in transfer learning, one may be particularly interested in transferring knowledge from one or more source tasks to a target task rather than learning these tasks simultaneously. The main concern of transfer learning is the learning performance in the target task only. Thus, we need to give an answer to the question that given a target task and a source task, whether transfer learning techniques should be applied or not. Cao et al. [23] proposed an Adaptive Transfer learning algorithm based on GP (AT-GP), which aims to adapt transfer learning schemes by automatically estimating the similarity between the source and target tasks. In AT-GP, a new semi-parametric kernel is designed to model correlations between tasks, and the learning procedure targets improving performance of the target task only. Seah et al. [120] empirically studied the negative transfer problem by proposing a predictive distribution matching classifier based on SVMs to identify the regions of relevant source domain data where the predictive distributions maximally align with that of the target domain data, and thus avoid negative transfer.

### 21.6 Other Research Issues

Besides the negative transfer issue, in recent years there have been several other research issues of transfer learning that have attracted more and more attention from the machine learning community, which are summarized in the following sections.
21.6.1 Binary Classification vs. Multi-Class Classification

Most existing transfer learning methods are proposed for binary classification. For multi-class classification problems, one has to first reduce the multi-class classification task into multiple binary classification tasks using the one-vs.-rest or one-vs.-one strategy, and then train multiple binary classifiers to solve them independently. Finally, predictions are made according to the outputs of all binary classifiers. In this way, the relationships between classes, which indeed can be used to further boost the performance in terms of classification accuracy, may not be fully exploited and exploited. Recently, Pan et al. [94] proposed a Transfer Joint Embedding (TJE) method to map both the features and labels from the source and target domains to a common latent space such as the relationships between labels, which can be fully exploited for transfer learning in multi-class classification problems.

21.6.2 Knowledge Transfer from Multiple Source Domains

In Sections 21.3–21.4, the transfer learning methods described are focused on one-to-one transfer, which means that there is only one source domain and one target domain. However, in some real-world scenarios, we may have multiple sources at hand. Developing algorithms to make use of multiple sources for learning models in the target domain is useful in practice. Yang et al. [150] and Duan et al. [42] proposed algorithms to learn a new SVM for the target domains by adapting SVMs learned from multiple source domains. Luo et al. [79] proposed to train a classifier for use in the target domain by maximizing the consensus of predictions from multiple sources. Mansour et al. [81] proposed a distribution weighted linear combination framework for learning from multiple sources. The main idea is to estimate the data distribution of each source to reweight the data of different source domains. Yao and Doretto [155] extended TrAdaBoost in a manner of multiple source domains. Theoretical studies on transfer learning from multiple source domains have also been presented in [81], [82], [12].

21.6.3 Transfer Learning Meets Active Learning

As mentioned at the beginning of this chapter, both active learning and transfer learning aim to learn a precise model with minimal human supervision for a target task. Several researchers have proposed to combine these two techniques together in order to learn a more precise model with even less supervision. Liao et al. [76] proposed a new active learning method to select the unlabeled data in a target domain to be labeled with the help of the source domain data. Shi et al. [122] applied an active learning algorithm to select important instances for transfer learning with TrAdaBoost [38] and standard SVM. In [26], Chan and Ng proposed to adapt existing Word Sense Disambiguation (WSD) systems to a target domain by using domain adaptation techniques and employing an active learning strategy [71] to actively select examples from the target domain to be annotated. Harpale and Yang [56] proposed an active learning framework for the multi-task adaptive filtering [112] problem. They first applied a multi-task learning method to adaptive filtering, and then explored various active learning approaches to the adaptive filters to improve performance. Li et al. [75] proposed a novel multi-domain active learning framework to jointly actively query data instances from all domains to be labeled to build individual classifiers for each domain. Zhao et al. [163], proposed a framework to construct entity correspondences with limited budget by using active learning to facilitate knowledge transfer across different recommender systems.
21.7 Applications of Transfer Learning

Recently, transfer learning has been applied successfully to many classification problems in various application areas, such as Natural Language Processing (NLP), Information Retrieval (IR), recommendation systems, computer vision, image analysis, multimedia data mining, bioinformatics, activity recognition, and wireless sensor networks.

21.7.1 NLP Applications

In the field of NLP, transfer learning, which is known as domain adaptation, has been widely studied for solving various tasks, such as name entity recognition [9, 39, 53, 94, 110, 140, 141], part-of-speech tagging [4, 19, 39, 62], sentiment classification [18, 51, 92], sentiment lexicon construction [74], word sense disambiguation [2, 26], coreference resolution [149], and relation extraction [61].

21.7.2 Web-Based Applications

Information Retrieval (IR) is another application area where transfer learning techniques have been widely studied and applied. Typical Web applications of transfer learning include text classification [16, 29, 36, 37, 54, 106, 143, 145, 147, 153], advertising [32, 33], learn to rank [10, 28, 50, 134], and recommender systems [22, 72, 73, 99, 160].

21.7.3 Sensor-Based Applications

Transfer learning has also been explored to solve WiFi-based localization and sensor-based activity recognition problems [151]. For example, transfer learning techniques have been proposed to transfer WiFi-based localization models across time periods [91, 156, 166], space [93, 136] and mobile devices [165], respectively. Rashidi and Cook [107] and Zheng et al. [164] proposed to apply transfer learning techniques for solving indoor sensor-based activity recognition problems.

21.7.4 Applications to Computer Vision

In the past decade, transfer learning techniques have also attracted more and more attention in the fields of computer vision, image and multimedia analysis. Applications of transfer learning in these fields include image classification [68, 113, 126, 131, 142, 157], image retrieval [31, 55, 78], face verification from images [138], age estimation from facial images [162], image semantic segmentation [133], video retrieval [55, 148], video concept detection [43, 150], event recognition from videos [45], and object recognition [67, 115].

21.7.5 Applications to Bioinformatics

In Bioinformatics, motivated by the fact that different biological entities, such as organisms, genes, etc, may be related to each other from a biological point of view, some research works have been proposed to apply transfer learning techniques to solve various computational biological problems, such as identifying molecular association of phenotypic responses [159], splice site recognition of eukaryotic genomes [139], mRNA splicing [119], protein subcellular location prediction [146] and genetic association analysis [154].
21.7.6 Other Applications

Besides the above applications, Zhuo et al. [169] studied how to transfer domain knowledge to learn relational action models across domains in automated planning. Chai et al. [25] studied how to apply a GP based transfer learning method to solve the inverse dynamics problem for a robotic manipulator [25]. Alamgir et al. [3] applied transfer learning techniques to solve brain-computer interface problems. In [109], Raykar et al. proposed to jointly learn multiple different but conceptually related classifiers for computer aided design (CAD) using transfer learning. Nam et al. [87] adapted a transfer learning approach to cross-project defect prediction in the field of software engineering.

21.8 Concluding Remarks

In this chapter, we have reviewed a number of approaches to homogeneous and heterogeneous transfer learning based on different categories. Specifically, based on “what to transfer,” approaches to homogeneous transfer learning can be classified into four categories, namely the instance-based approach, the feature-representation-based approach, the model-parameter-based approach, and the relational-information-based approach. Based on whether the feature spaces or label spaces between the source and target domains are different or not, heterogeneous transfer learning can be further classified into two contexts: namely transfer learning across heterogeneous feature spaces, and transfer learning across different label spaces. Furthermore, we have also discussed current theoretical studies on transfer learning and some research issues of transfer learning. Finally, we have summarized classification applications of transfer learning in diverse knowledge engineering areas.

Transfer learning is still at an early but promising stage. As described in Sections 21.5–21.6, there exist many research issues needing to be addressed. Specially, though there are some theoretical studies on homogeneous transfer learning, theoretical studies on heterogeneous transfer learning are still missing. Furthermore, most existing works on combining transfer learning and active learning consist of two steps, one for transfer learning and the other for active learning. How to integrate them into a unified framework is still an open issue. Finally, in the future, we expect to see more applications of transfer learning in novel areas.
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22.1 Introduction

One of the great challenges in a wide variety of learning problems is the ability to obtain sufficient labeled data for modeling purposes. Labeled data is often expensive to obtain, and frequently requires laborious human effort. In many domains, unlabeled data is copious, though labels can be attached to such data at a specific cost in the labeling process. Some examples of such data are as follows:

- **Document Collections**: Large amounts of document data may be available on the Web, which are usually unlabeled. In such cases, it is desirable to attach labels to documents in order to create a learning model. A common approach is to manually label the documents in order to label the training data, a process that is slow, painstaking, and laborious.

- **Privacy-Constrained Data Sets**: In many scenarios, the labels on records may be sensitive information, which may be acquired at a significant query cost (e.g., obtaining permission from the relevant entity).

- **Social Networks**: In social networks, it may be desirable to identify nodes with specific properties. For example, an advertising company may desire to identify nodes in the social network that are interested in “cosmetics.” However, it is rare that labeled nodes will be available in the network that have interests in a specific area. Identification of relevant nodes may only occur through either manual examination of social network posts, or through user surveys. Both processes are time-consuming and costly.
In all these cases, labels can be obtained, but only at a significant cost to the end user. An important observation is that all records are not equally important from the perspective of labeling. For example, some records may be noisy and contain no useful features that are relevant to classification. Similarly, records that cleanly belong to one class or another may be helpful, but less so than records that lie closer to the separation boundaries between the different classes.

An additional advantage of active learning methods is that they can often help in the removal of noisy instances from the data, which can be beneficial from an accuracy perspective. In fact, some studies [104] have shown that a carefully designed active learning method can sometimes provide better accuracy than is available from the base data.

Clearly, given the differential value of different records, an important question that arises in active learning is as follows:

*How do we select instances from the underlying data to label, so as to achieve the most effective training for a given level of effort?*

Different performance criteria may be used to quantify and fine-tune the tradeoffs between accuracy and cost, but the broader goal of all the criteria is to maximize the “bang for the buck” in spending the minimum effort in selecting examples, that maximize the accuracy as much as possible. An excellent survey on active learning may be found in [105].

Every active learning system has two primary components, one of which is already given:

- **Oracle:** This provides the responses to the underlying query. The oracle may be a human labeler, a cost driven data acquisition system, or any other methodology. It is important to note that the oracle algorithm is part of the input, though the user may play a role in its design. For example, in a multimedia application, the user may look at an image and provide a label, but this comes at an expense of human labor [115]. However, for most of the active learning algorithms, the oracle is really treated as a black box that is used directly.

- **Query System:** The job of the query system is to pose queries to the oracle for labels of specific records. It is here that most of the challenges of active learning systems are found.

Numerous strategies are possible for different active learning scenarios. At the highest level, this corresponds to the broader framework of how the queries are posed to the learner.

- **Membership Query Synthesis:** In this case, the learner actively synthesizes instances from the entire space, and does not necessarily sample from some underlying distribution [3]. The key here is that the learner many actually construct instances from the underlying space, which may not be a part of any actual pre-existing data. However, this may lead to challenges in the sense that the constructed examples may not be meaningful. For example, a synthesized image from a group of pixels will very rarely be meaningful. On the other hand, arbitrarily chosen spatial coordinates in a sea surface temperature prediction system will almost always be meaningful. Therefore, the usability of the approach clearly depends upon the underlying scenario.

- **Selective or Sequential Sampling:** In this case, the samples are drawn from the underlying data distribution, and the learner decides whether or not they should be labeled [21]. In this case, the query comes from an actual underlying data distribution, and is therefore guaranteed to make sense. In this case, the queries are sampled one by one, and a decision is made whether or not they should be queried. Such an approach is synonymous with the streaming scenario, since the decisions about querying an instance need to be made in real time in such cases. This terminology is however overloaded, since many works such as those in [104] use the term “selective sampling” to refer to another strategy described below.
• **Pool-based Sampling:** As indicated by its name, it suggests the availability of a base “pool” of instances from which to query the records of labels [74]. The task of the learner is to therefore determine instances from this pool (typically one by one), which are as informative as possible for the active learning process. This situation is encountered very commonly in practical scenarios, and also allows for relatively clean models for active learning.

The vast majority of the strategies in the literature use pool-based sampling, and in fact some works such as [104] refer to pool-based sampling as selective sampling. Therefore, this chapter will mostly focus on pool-based strategies, since these form the core of most active learning methods. Beyond these strategies, a number of other basic scenarios are possible. For example, in batch learning, an entire set of examples need to be labeled at a given time for the active learning process. An example of this is the Amazon Mechanical Turk, in which an entire set of examples is made available for labeling at a given time. This is different from the methods common in the literature, in which samples are labeled one by one, so that the learner has a chance to adjust the model, before selecting the next example. In such cases, it is usually desirable to incorporate diversity in the batch of labeled instances, in order to ensure that there is not too much redundancy within a particular batch of labeled instances [16, 55, 57, 119].

Active learning has numerous challenges, in that it does not always improve the accuracy of classification. While some of these issues may be related to algorithmic aspects such as sample selection bias [12], other cases are inherent to the nature of the underlying data. However, in many special cases, it has been shown [30] the number of labels needed to learn actively can be logarithmic in the usual sample complexity of passive learning.

This chapter will discuss the different methods that are used for active learning. First, we will provide a motivational example of how the selective sampling approach can describe the contours of the different class boundaries with far fewer examples. Then, we will provide a discussion of the different strategies that are commonly used for active learning. We will see that number of different scenarios are possible for the active learning process in terms of how the samples are selected.

This chapter is organized as follows. Section 22.2 provides an example of how active learning provides advantages for the learning process. We will also discuss its relationship to other methods in the literature such as semi-supervised learning. Section 22.3 discusses query strategy frameworks for active learning. Section 22.4 studies models for theoretical active learning. Section 22.5 discusses the methodologies for handling complex data types such as sequences and graphs. Section 22.6 discusses advanced topics for active learning, such as streaming data, feature learning, and class-based querying. Section 22.7 discusses the conclusions and summary.

### 22.2 Motivation and Comparisons to Other Strategies

The primary motivation of active learning is the paucity of training data available for learning algorithms. While it is possible to query the data randomly for labels, such an approach may not result in the best model, when each query is costly, and therefore, few labels will eventually become available. For example, consider the two class example of Figure 22.1. Here, we have a very simple division of the data into two classes, which is shown by a vertical dotted line, as illustrated in Figure 22.1(a). The two classes here are labeled A and B. Consider the case where it is possible to query only 7 examples for the two different classes. In this case, it is quite possible that the small number of allowed samples may result in a training data that is unrepresentative of the true separation between the two classes. Consider the case when an SVM classifier is used in order to construct a model. In Figure 22.1(b), we have shown a total of 7 samples randomly chosen from the underlying data. Because of the inherent noisiness in the process of picking a small number
of samples, an SVM classifier will be unable to accurately divide the data space. This is shown in Figure 22.1(b), where a portion of the data space is incorrectly classified, because of the error of modeling the SVM classifier. In Figure 22.1(c), we have shown an example of a well chosen set of seven instances along the decision boundary of the two classes. In this case, the SVM classifier is able to accurately model the decision regions between the two classes. This is because of the careful choice of the instances chosen by the active learning process. An important point to note is that it is particularly useful to sample instances that provide a distinct view of how the different classes are separated in the data. As will be discussed later, this general principle is used quite frequently in a variety of active learning methods, where regions of greater uncertainty are often sampled in order to obtain the relevant decision boundaries [75].

Since active learning is an approach that often uses human feedback in order to account for the lack of obtaining training examples, it is related to a number of other methods that either use human feedback or augment it with other kinds of training information. These two classes of methods are as follows:

- **Human Feedback:** Human feedback is often used to improve the accuracy of the learning process. For example, decision trees and other classifiers may be built with the active intervention of the user [4, 113]. In this case, the model itself is constructed with user-intervention rather than the choice of data examples.

- **Semi-supervised and Transfer Learning:** In this case, other kinds of data (e.g., unlabeled data or labeled data from other domains) are used in order to overcome the lack of training examples [4, 9, 29, 94, 97, 134].

Since both of these forms of supervision share some common principles with active learning, they will be discussed in some detail below.

### 22.2.1 Comparison with Other Forms of Human Feedback

Human feedback is a common approach to improving the effectiveness of classification problems. Active learning is one approach for improving the effectiveness of classification models, which is highly label-centered, and focuses on acquisition of labels. Other human-centered methods used human feedback directly in order to improve the model for a given set of labels. For example, a splitting choice in a decision tree can be greatly involved with the use of human intervention. As in the case of active learning, the use of human feedback is greatly helpful in improving the quality of the model constructed with a fewer number of examples. However, the focus of the approach is completely different in terms of using human intervention at the model level rather than
at the level of labels [4, 113]. A detailed discussion on the use of human feedback is provided in the chapter on visual classification in this book.

### 22.2.2 Comparisons with Semi-Supervised and Transfer Learning

These forms of learning are also related to the difficulty in acquisition of labels, though the approach used to improve the learning process is very different. In this case, different kinds of data are used to improve the learning process and augment the sparse labeled data that is already available. However, the instances that are used to augment the sparse labeled data are either unlabeled, or they are drawn from another domain. The motivations of using such methods, which are quite distinct from transfer learning, are as follows:

- **Semi-supervised Learning**: In this case, unlabeled data is used in order to learn the base distribution of the data in the underlying space [9, 94]. Once the base distribution of the data has been learned, it is combined with the labeled data in order to learn the class contours more effectively. The idea here is that the data is often either aligned along low dimensional manifolds [9], or is clustered in specific regions [94], and this can be learned effectively from the training data. This additional information helps in learning, even when the amount of labeled data available is small. For example, when the data is clustered [94], each of the dense regions typically belongs to a particular class, and a very small number of labels can map the different dense regions to the different classes.

- **Transfer Learning**: Transfer learning also uses additional labeled data from a different source, and may sometimes even be drawn from a different domain. For example, consider the case where it is desirable to classify Chinese documents with a small training collection. While it may be harder to obtain labeled Chinese documents, it is much easier to obtain labeled English documents. At the same time, data that provides correspondence between Chinese and English documents may be available. These different kinds of data may be combined together in order to provide a more effective training model for Chinese documents. Thus, the core idea here is to “transfer” knowledge from one domain to the other. However, transfer learning does not actively acquire labels in order to augment the sparse training data.

Thus, human feedback methods, transfer learning methods, and semi-supervised learning methods are all designed to handle the problem of paucity of training data. This is their shared characteristic with active learning methods. However, at the detailed level, the strategies are quite different. Both semi-supervised learning and transfer learning have been discussed in detail in different chapters of this book.

### 22.3 Querying Strategies

The key question in active learning algorithms is to design the precise strategies that are used for querying. At any given point, which sample should be selected so as to maximize the accuracy of the classification process? As is evident from the discussion in the previous section, it is advantageous to use strategies, so that the contours of separation between the different classes are mapped out with the use of a small number of examples. Since the boundary regions are often those in which instances of multiple classes are present, they can be characterized by class label uncertainty or disagreements between different learners. However, this may not always be the case, because instances with greater uncertainty are not representative of the data, and may sometimes lead to the selection
of unrepresentative outliers. This situation is especially likely to occur in data sets that are very noisy. In order to address such issues, some models focus directly on the error itself, or try to find samples that are representative of the underlying data. Therefore, we broadly classify the querying strategies into one of three categories:

- **Heterogeneity-based models**: These models attempt to sample from regions of the space that are either more heterogeneous, or dissimilar to what has already been seen so far. Examples of such models include uncertainty sampling, query-by-committee, and expected model change. All these methods are based on sampling either uncertain regions of the data, or those that are dissimilar to what has been queried so far. These models only look at the heterogeneity behavior of the queried instance, rather than the effect of its addition on the performance of a classifier on the remaining unlabeled instances.

- **Performance-based models**: These models attempt to directly optimize the performance of the classifier in terms of measures such as error or variance reduction. One characteristic of these methods is that they look at the effect of adding the queried instance on the performance of the classifier on the remaining unlabeled instances.

- **Representativeness-based models**: These models attempt to create data that is as representative as possible of the underlying population of training instances. For example, density-based models are an example of such scenarios. In these cases, a product of a heterogeneity criterion and a representativeness criterion is used in order to model the desirability of querying a particular instance. Thus, these methods try to balance the representativeness criteria with the uncertainty properties of the queried instance.

Clearly, there is significant diversity in the strategies that one may use in the active learning process. These different strategies have different tradeoffs and work differently, depending upon the underlying application, analyst goal, and data distribution. This section will provide an overview of these different strategies for active learning. Throughout the following discussion, it will be assumed that there are a total of \( k \) classes, though some cases will also be analyzed in the binary scenario when \( k \) is set to 2.

### 22.3.1 Heterogeneity-Based Models

In these models, the idea is to learn the regions that show the greatest heterogeneity, either in terms of uncertainty of classification, dissimilarity with the current model, or disagreement between a committee of classifiers. These different techniques will be studied in this section.

#### 22.3.1.1 Uncertainty Sampling

In uncertainty sampling, the learner attempts to label those instances for which it is least certain how to label. In a binary classification problem, the simplest possible uncertainty labeling scheme would be to use a Bayes classifier on an instance, and query for its label, if the predicted probability of the most probable label is as close to 0.5 as possible [74, 75]. The probabilities predicted by the classifier should be normalized so that they sum to 1. This is important, since many classifiers such as the unnormalized naïve Bayes classifier often predict probabilities that do not sum to 1. Therefore, the following entropy-centered objective function \( En(X) \) needs to be minimized for the binary class problem:

\[
En(X) = \sum_{i=1}^{k} ||p_i - 0.5||.
\]

A second criterion is the difference in the predicted probabilities between the two classes. This is, however, equivalent to the first criterion, if the two probabilities have been normalized. A second
pair of criteria that are especially relevant for $k$-ary classification is the entropy measure or the gini-index. If the predicted probabilities of the $k$ classes are $p_1 \ldots p_k$, respectively, based on the current set of labeled instances, then the entropy measure $En(X)$ is defined as follows:

$$En(X) = - \sum_{i=1}^{k} p_i \cdot \log(p_i).$$

Larger values of the entropy indicate greater uncertainty. Therefore, this objective function needs to be maximized. Note that an equal proportion of labels across the different classes results in the highest possible entropy. A second measure is the gini-index $G$.

$$G(X) = 1 - \sum_{i=1}^{k} p_i^2.$$

As in the case of entropy, higher values of the gini-index indicate greater uncertainty. It should be pointed out that some of these measures may not work in the case of imbalanced data, where the classes are not evenly distributed. In such cases, the classes may often be associated with costs, where the cost of misclassification of $i$ is denoted by $w_i$. Each probability $p_i$ is replaced by a value proportional to $p_i \cdot w_i$, with the constant of the proportionality being determined by the probability values summing to 1.

Numerous active sampling techniques have been developed in the literature on the basis of these principles, and extensive comparisons have also been performed between these different techniques. The interested reader is referred to [27, 60, 74, 75, 102, 106] for the different techniques, and to [68, 103, 106] for the comparison of these measures. It should also be pointed out that it is not necessary to use a Bayes model that explicitly predicts probabilities. In practice, it is sufficient to use any model that provides a prediction confidence for each class label. This can be converted into a pseudo-probability for each class, and used heuristically for the instance-selection process.

22.3.1.2 Query-by-Committee

This approach [109] uses a committee of different classifiers, which are trained on the current set of labeled instances. These classifiers are then used to predict the class label of each unlabeled instance. The instance for which the classifiers disagree the most is selected as the relevant one in this scenario. At an intuitive level, the query-by-committee method achieves similar heterogeneity goals as the uncertainty sampling method, except that it does so by measuring the differences in the predictions of different classifiers, rather than the uncertainty of labeling a particular instance. Note that an instance that is classified to different classes with almost equal probability (as in uncertainty sampling) is more likely to be predicted in different classes by different classifiers. Thus, there is significant similarity between these methods at an intuitive level, though they are generally treated as very different methods in the literature. Interestingly, the method for measuring the disagreement is also quite similar between the two classes of methods. For example, by replacing the prediction probability $p_i$ of each class $i$ with the fraction of votes received for each class $i$, it is possible to obtain similar measures for the entropy and the gini-index. In addition, other probabilistic measures such as the KL-divergence have been proposed in [84] for this purpose.

The construction of the committee can be achieved by either varying the model parameters of a particular classifier (through sampling) [28, 84], or by using a bag of different classifiers [1]. It has been shown that the use of a small number of classifiers is generally sufficient [109], and the use of diverse classifiers in the committee is generally beneficial [89].

22.3.1.3 Expected Model Change

A decision theoretic-approach is to select the instance that results in the greatest change from the current model. Specifically, the instance that results in the greatest change in gradient of the
objective function with respect to the model parameters is used. The intuition of such an approach is to use an instance that is most different from the current model that is already known. Thus, this is also a heterogeneity-based approach, as is the case with uncertainty sampling, and query-by-committee. Such an approach is only applicable to models where gradient-based training is used, such as discriminative probabilistic models. Let $\delta g_i(X)$ be the change in the gradient with respect to the model parameters, if the training label of the candidate instance $X$ (with unknown label) is $i$. Let $p_i$ be the posterior probability of the instance $i$ with respect to the current label set in the training data. Then, the expected model change $C(X)$ with respect to the instance $X$ is defined as follows:

$$C(X) = \sum_{i=1}^{k} p_i \cdot \delta g_i(X).$$

The instance $X$ with the largest value of $C(X)$ is queried for the label. Numerous techniques for querying, that have been proposed using this approach may be found in [25, 47, 106, 107].

### 22.3.2 Performance-Based Models

The primary criticism of heterogeneity-based models is that the goal of trying to identify the most unknown regions of the space (based on the current labeling), may sometimes lead to the identification of noisy and unrepresentative regions of the data. The precise impact of using such an approach is of course highly data-dependent. There are two classes of techniques that are based on the performance of a classifier on the remaining unlabeled instances.

#### 22.3.2.1 Expected Error Reduction

For the purpose of discussion, the remaining set of instances that have not yet been labeled are denoted by $V$. This set is used as the validation set on which the expected error reduction is computed. This approach is related to uncertainty sampling in a complementary way. Whereas uncertainty sampling maximizes the label uncertainty of the queried instance, the expected error reduction minimizes the expected label uncertainty of the remaining instances $V$, when the queried instance is added to the data. Thus, in the case of a binary-classification problem, we would like the labels of the instances in $V$ to be as far away from 0.5 as possible. The idea here is that it is good to query for instances, which results in greater certainty of class label for the remaining error rate. Thus, error reduction models can also be considered as greatest certainty models, except that the certainty criterion is applied to the instances in $V$ (rather than the query instance itself) after addition of the queried instance to the model. The assumption is that greater certainty of class labels of the remaining unlabeled instances corresponds to a lower error rate. Let $p_i(X)$ denote the posterior probability of the label $i$ for the instance $X$, before the queried instance is added. Let $P_j^{(X,i)}(Z)$ be the posterior probability of class label $j$, when the instance-label combination $(X,i)$ is added to the model. Then, the error objective function $E(X,V)$ for the binary class problem (i.e., $k = 2$) is defined as follows:

$$E(X,V) = \sum_{i=1}^{k} p_i(X) \cdot \left( \sum_{j=1}^{k} \sum_{Z \in V} ||P_j^{(X,i)}(Z) - 0.5|| \right). \quad (22.1)$$

The value of $E(X,V)$ is maximized rather than minimized (as in the case of uncertainty-based models). Furthermore, the error objective is a function of both the queried instance and the set of unlabeled instances $V$. This result can easily be extended to the case of $k$-way models by using the entropy criterion, as was discussed in the case of uncertainty-based models. In that case, the expression above is modified to replace $||P_j^{(X,i)}(Z) - 0.5||$ with the class-specific entropy term $-P_j^{(X,i)}(Z) \cdot \log(P_j^{(X,i)}(Z))$. Furthermore, this criterion needs to be minimized. In this context, the
minimization of the expression can be viewed as the minimization of the expected loss function. This general framework has been used in a variety of different contexts in [53, 93, 100, 135].

22.3.2.2 Expected Variance Reduction

One observation about the afore-mentioned error reduction method of Equation 22.1 is that it needs to be computed in terms of the entire set of unlabeled instances in \( V \), and a new model needs to be trained incrementally, in order to test the effect of adding a new instance. The model is therefore expensive to compute. It should be pointed out that when the error of an instance set reduces, the corresponding variance also typically reduces. The overall generalization error can be expressed as a sum of the true label noise, model bias, and variance [45]. Of these, only the last term is highly dependent on the choice of instances selected. Therefore, it is possible to reduce the variance instead of the error, and the main advantage of doing so is the reduction in computational requirements.

The main advantage of these techniques is the ability to express the variance in closed form, and therefore achieve greater computational efficiency. It has been shown [22, 23, 85] that the variance can be expressed in closed form for a wide variety of models such as neural networks, mixture models, or linear regression. In particular, it has been shown [85], that the output variance can be expressed in terms of the gradient with respect to the model parameters, and the Fisher Information Matrix. Interested readers are referred to [22, 23, 85, 103, 129] for details of the different variance-based methods.

22.3.3 Representativeness-Based Models

The main advantage of error-based models over uncertainty-based models is that they intend to improve the error behavior on the aggregate, rather than looking at the uncertainty behavior of the queried instance, as in heterogeneity-based models. Therefore, unrepresentative or outlier-like queries are avoided. However, representativeness can also be achieved by querying the data in such a way that the acquired instances tend to resemble the overall distribution better. This is achieved by weighting dense regions of the input space to a higher degree during the querying process. Examples of such methods include density-based models [106]. Therefore, these methods combine the heterogeneity behavior of the queried instance with a representativeness function from the unlabeled set \( V \) in order to decide on the queried instance. Therefore, in general, the objective function \( O(\overline{X}, V) \) of such a model is expressed as the product of a heterogeneity component \( H(\overline{X}) \) and a representativeness component \( R(\overline{X}, V) \):

\[
O(\overline{X}, V) = H(\overline{X}) \cdot R(\overline{X}, V).
\]

The value of \( H(\overline{X}) \) (assumed to be a maximization function) can be any of the heterogeneity criteria (transformed appropriately for maximization) such as the entropy criterion \( En(\overline{X}) \) from uncertainty sampling, or the expected model change criterion \( C(\overline{X}) \). The representativeness criterion \( R(\overline{X}, V) \) is simply a measure of the density of \( \overline{X} \) with respect to the instances in \( V \). A simple version of this density is the average similarity of \( \overline{X} \) to the instances in \( V \) [106], though it is possible to use more sophisticated methods such as kernel-density estimation to achieve the same goal. Note that such an approach is likely to ensure that the instance \( \overline{X} \) is in a dense region, and is therefore not likely to be an outlier. Numerous variations of this approach have been proposed, such as those in [42, 84, 96, 106].

22.3.4 Hybrid Models

Conventional approaches for active learning usually select either informative or representative unlabeled instances. There are also some works combining multiple criteria for query selection in active learning [31, 58, 59, 120], such that the queried instances will have the following properties:
1) Informative, the queried instance will be close to the decision boundary of the learning model in terms of criteria like uncertainty, or the queried instance should be far away from existing labeled instances in order to bring new knowledge about the feature space. 2) Representative, the queried instance should be less likely to be outlier data and should be representative to a group of other unlabeled data. For example, in the work [59], the query selection is based upon both informativeness and representativeness of the unlabeled instances. A min-max framework of active learning is used to measure scores for both criteria.

22.4 Active Learning with Theoretical Guarantees

Let us recall the typical setting of active learning as follows: given a pool of unlabeled examples, an active learner is allowed to interactively query the label of any particular examples from the pool. The goal of active learning is to learn a classifier that accurately predicts the label of new examples, while requesting as few labels as possible.

It is important to contrast active learning to traditional passive learning, where labeled examples are chosen randomly. In the passive learning literature, there are well-known bounds on the number of training examples that is necessary and sufficient to learn a near-optimal classifier with a high probability. This quantity is called sample complexity, which depends largely on the VC dimension [14] of the hypothesis space being learned.

A natural idea is to define a similar quantity for active learning. It is called label complexity, i.e., the number of labeling requests that is necessary and sufficient to learn a near-optimal model with a high probability. However, not every active learning algorithm can be analyzed in terms of the label complexity. In previous sections, we introduce many active learning algorithms that are very effective empirically. However, most of these algorithms do not have any theoretical guarantee on the consistency or the label complexity [54]. In this section, we are particularly interested in active learning algorithms whose behaviors can be rigorously analyzed, i.e., that converge to an optimal hypothesis in a given hypothesis class with substantially lower label complexity than passive learning.

22.4.1 A Simple Example

Before going into the details of active learning with provable guarantee, we first present a simple example [6], which demonstrates the potential of active learning in the noise-free case when there is a perfect hypothesis with zero error rate. This is probably the simplest active learning algorithm with provable label complexity.

Consider the active learning algorithm that searches for the optimal threshold on an interval using binary search. We assume that there is a perfect threshold separating the classes, i.e., the realizable case. Binary search needs \( O(\log(\frac{1}{\epsilon})) \) labeled examples to learn a threshold with error less than \( \epsilon \), while passive learning requires \( O(\frac{1}{\epsilon}) \) labels. A fundamental drawback of this algorithm is that a small amount of adversarial noise can force the algorithm to behave badly. Thus, it is crucial to develop active learning algorithms that can work in the non-realizable case.\(^1\)

\(^1\)The target concept function is in the hypothesis class we considered.

\(^2\)The target concept function is not in the hypothesis class we considered.
22.4.2 Existing Works

An early landmark result is the selective sampling scheme proposed in [22]. This simple active learning algorithm, designed for the realizable case, has triggered a lot of subsequent works. The seminal work of [44] analyzed an algorithm called query-by-committee, which uses an elegant sampling strategy to decide when to query examples. The core primitive required by the algorithm is the ability to sample randomly from the posterior over the hypothesis space. In some cases, such as the hypothesis class of linear separators in $\mathbb{R}^d$ and where the data is distributed uniformly over the surface of the unit sphere in $\mathbb{R}^d$, this can be achieved efficiently [46]. In particular, the authors showed that the number of labels required to achieve a generalization error $\epsilon$ is just $O(d \log \frac{1}{\epsilon})$, which is exponentially lower than the sample complexity of a typical supervised learning algorithm $O(\frac{1}{\epsilon})$. Later, [30] showed that a simple variant of Perceptron algorithm also achieves $O(d \log \frac{1}{\epsilon})$ label complexity provided by a spherically uniform unlabeled data distribution. All the works mentioned above address active learning in the realizable case. A natural way to extend active learning to the non-realizable case (i.e., the agnostic case) is to ask the learner to return a hypothesis with error at most $L^* + \epsilon$, where $L^*$ is the error of the best hypothesis in the specified hypothesis class.

The first rigorous analysis of agnostic active learning algorithm was developed by [6], namely $A^2$. Later, [54] derived the label complexity of $A^2$ algorithm in terms of a parameter, called disagreement coefficient.

Another line of research uses importance weights to avoid the bias due to the active learning. For example, [5] considers linear representations and places some assumptions on the data generation process. However, the analysis is asymptotic rather than being a finite label complexity. To overcome this drawback, [12] proposed a new algorithm, called IW AL, satisfying PAC-style label complexity guarantees.

Due to the space limit, we do not discuss all the above methods in detail. In the remaining part of this section, we choose to introduce the IW AL algorithm [12] in detail.

22.4.3 Preliminaries

Let $X$ be the instance space and $Y = \{\pm 1\}$ be the set of possible labels. Let $H$ be the hypothesis class, i.e., a set of mapping functions from $X$ to $Y$. We assume that there is a distribution $D$ over all instances in $X$. For simplicity, we assume that $H$ is finite ($|H| < \infty$), but does not completely agree on any single $x \in X$, i.e., $\forall x \in X, \exists h_1, h_2 \in H, h_1(x) \neq h_2(x)$. Note that $|H|$ can be replaced by VC dimension for an infinite hypothesis space. The algorithm is evaluated with respect to a given loss function $\ell : Y \times Y \rightarrow [0, \infty)$. The most common loss is $0-1$ loss, i.e., $\ell(z, y) = 1(y \neq z)$. The other losses include squared loss $\ell(z, y) = (y - z)^2$, hinge loss $\ell(z, y) = (1 - yz)_+$ and logistic loss $\ell(z, y) = \log(1 + \exp(-yz))$. The loss of a hypothesis $h \in H$ with respect to a distribution $P$ over $X \times Y$ is defined as

$$L(h) = \mathbb{E}_{(x, y) \sim P} \ell(h(x), y). \quad (22.2)$$

Let $h^* = \arg\min_{h \in H} L(h)$ be a hypothesis of the minimum error in $H$ and $L^* = L(h^*)$. We have $L^* = 0$ in the realizable case, and $L^* > 0$ in the non-realizable case. The goal of active learning is to return a hypothesis $h \in H$ with an error $L(h)$ that is not much more than $L(h^*)$, using as few label queries as possible.

22.4.4 Importance Weighted Active Learning

In this section, we will discuss the problem of importance-weighted active learning.
22.4.4.1 Algorithm

In the importance weighted active learning (IWAL) framework [12], an active learner looks at the unlabeled data \( x_1, x_2, \ldots, x_t \) one by one. After each new point \( x_t \), the learner determines a probability \( p_t \in [0, 1] \). Then a coin with the bias \( p_t \) is tossed, and the label \( y_t \) is queried if and only if the coin comes up heads. The query probability \( p_t \) depends on all previous unlabeled examples \( x_1, y_1, \ldots, x_{t-1}, y_{t-1}, x_t \).

The algorithm maintains a set of labeled examples seen so far, where each example is assigned with an importance value \( p_t \). The key of IWAL is a subroutine, which returns the probability \( p_t \) of requesting \( y_t \), given \( x_t \) and the previous history \( x_{i}, y_{i} : 1 \leq i \leq t - 1 \). Specifically, let \( Q_t \in \{0, 1\} \) be a random variable that determines whether to query \( y_t \) or not. That is, \( Q_t = 1 \) indicates that the label \( y_t \) is queried, and otherwise \( Q_t = 0 \). Then \( Q_t \in \{0, 1\} \) is conditionally independent of the current label \( y_t \), i.e.,

\[
Q_t \perp Y_t | X_1:t, Y_1:t-1, Q_{1:t-1}
\]  

and with conditional expectation

\[
E[Q_t | X_1:t, Y_1:t-1] = p_t.
\]

If \( y_t \) is queried, IWAL adds \( (x_t, y_t, 1/p_t) \) to the set, where \( 1/p_t \) is the importance of predicting \( y_t \) on \( x_t \). The key of IWAL is how to specify a rejection threshold function to determine the query probability \( p_t \). [12] and [13] discussed different rejection threshold functions.

The importance weighted empirical loss of a hypothesis \( h \) is defined as

\[
L_T(h) = \frac{1}{T} \sum_{t=1}^{T} Q_t \frac{1}{p_t} \ell(h(x_t), y_t)
\]

A basic property of the above estimator is unbiasedness. It is easy to verify that \( E[L_T(h)] = L(h) \), where the expectation is taken over all the random variables involved.

To summarize, we show the IWAL algorithm in Algorithm 22.1.

**Algorithm 22.1 Importance Weighted Active Learning (IWAL)**

**Input:** \( S_0 = \emptyset \).

**for** \( t = 1 \) to \( T \) **do**

- Receive \( x_t \)
- Set \( p_t = \text{rejection-threshold}(x_t, \{x_i, y_i : 1 \leq i \leq t - 1\}) \)
- Toss a coin \( Q_t \in 0, 1 \) with \( E[Q_t] = p_t \)
- **if** \( Q_t = 1 \) **then**
  - request \( y_t \) and set \( S_t = S_{t-1} \cup \{(x_t, y_t, p_{\min}/p_t)\} \)
  **else**
  - \( S_t = S_{t-1} \)
- **end if**
- Let \( h_t = \arg \min_{h \in H} \sum \frac{1}{p_t} \ell(h(x_t), y_t) \)

**end for**

22.4.4.2 Consistency

A desirable property of any learning algorithm is the consistency. The following theorem shows that IWAL is consistent, as long as \( p_t \) is bounded away from 0. Furthermore, its sample complexity is within a constant factor of supervised learning in the worst case.

**Theorem 3** [12] For all distributions \( D \), for all finite hypothesis classes \( H \), if there is a constant
\[ p_{\min} > 0 \text{ such that } p_t > p_{\min} \text{ for all } 1 \leq t \leq T, \text{ then with a probability that is at least } 1 - \delta, \text{ we have} \]

\[ L_T(h) \leq L(h) + \frac{\sqrt{2}}{p_{\min}} \sqrt{\frac{\log |H| + \log \left( \frac{1}{\delta} \right)}{T}}. \]  

(22.6)

Recall that a typical supervised learning algorithm has the following bound for sample complexity

**Theorem 4** For all distributions \( D \), for all finite hypothesis classes \( H \), with a probability that is at least \( 1 - \delta \), we have

\[ L_T(h) \leq L(h) + \sqrt{\frac{\log |H| + \log \left( \frac{1}{\delta} \right)}{T}}. \]  

(22.7)

By comparing with the above results, we can see that the sample complexity of IWAL is at most \( \frac{1}{p_{\min}} \) times the sample complexity of a typical supervised learning algorithm.

In fact, a fairly strong and large deviation bound can be given for each \( h_t \) output by IWAL as follows:

**Theorem 5** [12] For all distributions \( D \), for all finite hypothesis classes \( H \), with a probability that is at least \( 1 - \delta \), the hypothesis output by IWAL satisfies

\[ L(h_T) \leq L(h) + 2 \sqrt{\frac{8}{T} \log \frac{t(t+1)|H_t|^2}{\delta}}. \]  

(22.8)

### 22.4.4.3 Label Complexity

Suppose we have a stream of \( T \) examples, some of whose labels are queried. The consistency analysis tells us that at the end of the IWAL algorithm, the classifier output by IWAL is comparable to the classifier that would have been chosen by a passive supervised learning algorithm that saw all \( T \) labels. The remaining problem is how many labels of those \( T \) examples are queried by IWAL. In other words, what is the label complexity of IWAL? This subsection is devoted to proving that IWAL can yield substantial improvement on label complexity over passive learning.

The bound for this algorithm depends critically on a particular quantity, called the disagreement coefficient [54], which depends upon the hypothesis space and the example distribution. Note that the original disagreement coefficient is defined for the \( 0-1 \) loss function. Here we need a general disagreement coefficient [12] for general loss functions \( \ell(z,y) \). The definition of disagreement coefficient needs a few new concepts.

**Definition 22.4.1** [12] The pseudo-metric on \( H \) induced by \( D \) is defined as

\[ \rho(h_1, h_2) = \mathbb{E}_{x \sim D} \max_y |\ell(h_1(x), y) - \ell(h_2(x), y)| \]  

for \( h_1, h_2 \in H \). Let \( B(h, r) = \{ h' \in H : \rho(h, h') \leq r \} \) be the ball centered around \( h \) of radius \( r \).

**Definition 22.4.2** [12](disagreement coefficient) The disagreement coefficient is the infimum value of \( \Theta \) such that for all \( r \)

\[ \sup_{h \in B(h^*, r)} \rho(h^*, h) \leq \Theta. \]  

(22.10)

**Definition 22.4.3** [12] The slope asymmetry of a loss function \( \ell \) is

\[ C_\ell = \sup_{z,z'} \frac{\max_y \ell(z,y) - \ell(z', y)}{\min_y \ell(z,y) - \ell(z', y)}. \]  

(22.11)
Theorem 6 [12] For all distributions D, for all finite hypothesis classes H, if the loss function has a slope asymmetry $C_l$, and the learning problem has a disagreement coefficient $\theta$, the expected number of labels queried by IWAL after seeing $T$ examples is at most

$$4\theta C_l \left( L^* T + O\left( \sqrt{T \log \frac{|H| T}{\delta}} \right) \right).$$

(22.12)

22.5 Dependency-Oriented Data Types for Active Learning

Active learning problems can arise in the context of different kinds of complex data types such as sequences and graphs. Since these data types often have implicit or explicit dependencies between instances, this can impact the active learning process directly. This is because the dependencies between the instance translate to correlations in the node labels among different instances.

The two primary dependency-oriented data types are sequential data and graph-based data. Graph-based learning poses different kinds of challenges because of the wide variety of scenarios in which it can arise, such as the classification of many small graphs, or the classification of nodes in a single large graph. This section will discuss sequences and graphs, the two data types that are frequently explored in the context of dependency-oriented active learning.

22.5.1 Active Learning in Sequences

Sequences are defined as a succession of discrete values (tokens) $X_1 \ldots X_N$, each of which is possibly associated with a label. The problem of sequence labeling forms the core of all information extraction tasks in natural language processing, which attempt to annotate the individual words (tokens) with labels. For example, consider the following sentence:

“The bomb blast in Cairo < place > left Mubarak < person > wounded.”

In this case, the token “Cairo” is associated with the label place, whereas the token “Mubarak” is associated with the label person. Features may also be associated with tokens of the instance, which provide useful information for classification purposes. The labels associated with the individual tokens in a sequence are not independent of one another, since the adjacent tokens (and labels) in a given sequence directly impact the label of any given token. A common approach for sequence classification is to use Hidden Markov Models (HMM), because they are naturally designed to address the dependencies between the different data instances. Another class of methods that are frequently used for active learning in sequences are Conditional Random Fields (CRF). A detailed discussion of these methods is beyond the scope of this chapter. The reader is referred to the work in [8, 28, 60, 102, 106], which provide a number of different probabilistic algorithms for active learning from sequences. The work in [106] is particularly notable, because it presents an experimental comparison of a large number of algorithms.

22.5.2 Active Learning in Graphs

Graphs represent an important scenario for active learning, since many real world networks such as the Web and social networks can be represented as graphs. In many applications involving such networks, labeled data is not readily available, and therefore active learning becomes an important approach to improve the classification process. Graph-based learning is studied in different scenar-
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FIGURE 22.2 (See color insert.) Motivation of active learning on small graphs [70].

ios, such as the classification of many small graphs (e.g., chemical compounds) [70], or the classification of nodes in a single large graph (e.g., a social or information network) [10, 18, 49–52, 61]. Most of the specialized active learning methods in the literature are designed for the latter scenario, because the former scenario can often be addressed with straightforward adaptations of standard active learning methods for multidimensional data. However, in some cases, specific aspects of feature selection in graphs can be combined with active learning methods. Such methods will be discussed below.

22.5.2.1 Classification of Many Small Graphs

The first scenario addresses the problem of classifying graph objects within a graph database. Graphs are ubiquitous and have become increasingly important in modeling diverse kinds of objects. For many real-world classification problems, the data samples (i.e., instances) are not directly represented as feature vectors, but graph objects with complex structures. Each graph object in these applications can be associated with a label based upon certain properties. For example, in drug discovery, researchers want to discover new drugs for certain diseases by screening the chemical database. Each drug candidate, i.e., a chemical compound, is naturally represented as a graph, where the nodes correspond to the atoms and the links correspond to the chemical bonds. The chemical compound can be associated with a label corresponding to the drug activities, such as anticancer efficacy, toxicology properties, and Kinase inhibition. Label acquisition can often be expensive and time-consuming because the properties of compounds may often need to be derived through a variety of chemical processing techniques. For example, in molecular drug discovery, it requires time, efforts, and excessive resources to test drugs’ anti-cancer efficacies by pre-clinical studies and clinical trials, while there are often copious amounts of unlabeled drugs or molecules available from various sources. In software engineering, human experts have to examine a program flow in order to find software bugs. All these processes are rather expensive. This is how active learning comes into play. Active learning methods could be used to select the most important drug candidates for the human experts to test the label in the lab, and could potentially save a significant amount of money and time in the drug discovery process.
Conventional active learning methods usually assume that the features of the instances are given beforehand. One issue with graph data is that the features are not readily available. Many classification approaches for small graphs require a feature extraction step to extract a set of subgraphs that are discriminative for the classification task [63, 69, 114, 121, 123]. The number of possible subgraph features that can be extracted is rather large, and the features extracted are highly dependent on the labeled instances. In the active learning settings, we can only afford to query a small number of graphs and obtain their labels. The performance of the feature extraction process depends heavily on the quality of the queried graphs in the active learning process. Meanwhile, in the active learning, we need to evaluate the importance of each instance. The performance of active learning also depends heavily on the quality of the feature extraction process. Thus the active learning and subgraph feature extraction steps are mutually beneficial.

For example, in Figure 22.2, we are given two labeled graphs \(G_1\) and \(G_2\) within which we have only a small number of the useful subgraph features \(F_1\) and \(F_2\). If we query the graph \(G_3\) for the label, we are not only improving the classification performances due to the fact that \(G_3\) is both representative and informative among the unlabeled graphs, but we are also likely to improve the performances of feature extraction, because \(G_3\) contains new features like \(F_3\).

The process of query selection can assist the process of feature selection in finding useful subgraph features. In other words, the better the graph object we select, the more effectively we can discover the useful subgraph features. Therefore, the work in [70] couples the active sample problem and subgraph feature selection problem, where the two processes are considered simultaneously. The idea is that the two processes influence each other since sample selection should affect feature selection and vice-versa. A method called gActive was proposed to maximize the dependency between subgraph features and graph labels using an active learning framework. A branch-and-bound algorithm is used to search for the optimal query graph and optimal features simultaneously.

### 22.5.2.2 Node Classification in a Single Large Graph

A second scenario addresses the problem of node classification in a single large graph. This is a very common problem in social networks, where it may be desirable to know specific properties of nodes for the purpose of influence analysis. For example, a manufacturer of a particular sporting item may wish to know nodes that correspond to interest in that sport. However, this is often difficult to know a-priori, since the interests of nodes may often need to be acquired through some querying or manual examination mechanism, which is expensive. The work in [10, 18, 49–52, 61] actively queries the labels of the nodes in order to maximize the effectiveness of classification. A particular class of active learning methods, which are popular in the graph scenario are non-adaptive active learning methods, in that the previous labels are not used to select the examples, and therefore the selection can be performed in batch in an unsupervised way. The downside is that the learning process is not quite as effective, because it does not use labels for the selection process. Many active learning methods for graphs [49, 51, 52, 61] belong to this category, whereas a few methods [10, 11, 18, 50] also belong to the adaptive learning category. The non-adaptive methods are generally unsupervised and attempt to use representativeness-based models such as clustering in order to select the nodes. Many of the non-adaptive methods are motivated by experimental design approaches [61, 126].

An important aspect of non-adaptive active learning of node labels in large graphs is that the structural properties of the graph play an important role in the selection of nodes for the active learning process. This is because labels are not available, and therefore only the structure of the graph may be used for the selection process. For example, the work in [15] showed that the prediction error is small when the graph cut size is large. This suggests that it is better to label nodes, such that the size of the graph cut on the labeled graph is large. The work in [51, 52] proposes a heuristic label selection method that maximizes the graph cut. Furthermore, a generalized error bound was proposed by replacing the graph cut with an arbitrary symmetric modular function. This was
then leveraged to provide an improved algorithm for the use of submodular function maximization techniques. The active learning method first clusters the graph and then randomly chooses a node in each cluster. The work in [61] proposes a variance minimization approach to active learning in graphs. Specifically, the work in [61] proposes to select the most informative nodes, by proposing to minimize the prediction variance of the Gaussian field and harmonic function, which was used in [133] for semi-supervised learning in graphs. The work in [49] approaches the problem by considering the generalization error of a specific classifier on graphs. The Learning with Local and Global Consistency (LLGC) method proposed in [135] was chosen because of its greater effectiveness. A data-dependent generalization error bound for LLGC was proposed in [49] using the tool of transductive Rademacher Complexity [35]. This tool measures the richness of a class of real-valued functions with respect to a probability distribution. It was shown in [49] that the empirical transductive Rademacher complexity is a good surrogate for active learning on graphs. The work therefore selects the nodes by minimizing the empirical transductive Rademacher complexity of LLGC on a graph. The resulting active learning method is a combinatorial optimization problem, which is optimized using a sequential optimization algorithm.

Another line of research [10, 11, 18, 50] has considered adaptive active learning, where the labels for the nodes of a graph are queried and predicted in an iterative way with the use of a trained classifier from the previous labels. The work in [11] made the observation that label propagation in graphs is prone to “accumulating” errors owing to correlations among the node labels. In other words, once an error is made in the classification, this error propagates throughout the network to the other nodes. Therefore, an acquisition method is proposed, which learns where a given collective classification method makes mistakes, and then suggests acquisitions in order to correct those mistakes. It should be pointed out that such a strategy is unique to active learning in graphs, because of the edge-based relationships between nodes, which result in homophily-based correlations among node labels. The work in [11] also proposes two other methods, one of which greedily improves the objective function value, and the other adapts a viral marketing model to the label acquisition process. It was shown in [11] that the corrective model to label acquisition generally provides the best results.

The work in [10] works in scenarios where both content and structure are available with the nodes. It is assumed that the labels are acquired sequentially in batch sizes of $k$. The algorithm uses two learners called $CO$ (content-only) and $CC$ (collective classifier), and combines their predictions in order to make decisions about labeling nodes. In particular, nodes for which these two classifiers differ in their prediction are considered good candidates for labeling, because the labels of such nodes provide the most informative labels for knowing the relative importance of the different aspects (content and structure) over different parts of the data. The proposed algorithm $ALFNET$ proceeds by first clustering the nodes using the network structure of the data. Then, it selects the $k$ clusters that satisfy the following two properties:

- The two learners $CC$ and $CO$ differ the most in their predictions.
- The predictions of the classifiers have a distribution that does not match the distribution of the observed labels in the cluster.

An overall score is computed on the basis of these two criteria. For a batch size of $k$, the top-$k$ clusters are selected. One node is selected from each of these clusters for labeling purposes.

The work in [18] proposes an active learning method that is based on the results of [51, 52] in order to design optimal query placement methods. The work in [18] proposes a method for active learning in the special case of trees, and shows that the optimal number of mistakes on the non-queries nodes is made by a simple mincut classifier. A simple modification of this algorithm also achieves optimality (within a constant factor) on the trade-off between the number of mistakes, and the number of non-queried nodes. By using spanning trees, the method can also be generalized to arbitrary graphs, though the problem of finding an optimal solution in this general case remains open.
The work in [50] proposes selective sampling for graphs, which combines the ideas of online learning and active learning. In this case, the selective sampling algorithm observes the examples in a sequential manner, and predicts its label after each observation. The algorithm can, however, choose to decide whether to receive feedback indicating whether the label is correct or not. This is because, if the label can already be predicted with high confidence, a significant amount of effort can be saved by not receiving feedback for such examples. The work in [50] uses the LLGC framework [135] for the prediction process.

22.6 Advanced Methods

Active learning can arise in the context of different scenarios, such as feature-based learning, streaming data, or other kinds of query variants. In feature-based learning, it is desirable to learn techniques for acquiring features rather than instance labels for classification. These different scenarios will be discussed in detail in this section.

22.6.1 Active Learning of Features

Most of the discussion in the previous sections focused on cases where new instances are acquired in order to maximize the effectiveness of a given learner. However, there are also numerous scenarios where the labels of the instances are known, but many feature values are unknown, and require a cost of acquisition. In such scenarios, when we query the features for some instances, the “oracle” can provide their corresponding feature values. It is assumed that the values for some features of an instance are rather expensive to obtain. In some very complex scenarios, knowledge of the feature values and the labels may be incomplete, and either may be acquired at a given cost. Furthermore, in feature-based active learning, the acquisition of more features may be done either for the training data or for a test instance, or for both, depending upon the underlying application. In some applications, the training data may be incompletely specified in a non-homogeneous way over different instances, and the problem may be to determine the subset of features to query for a given test instance in order to maximize accuracy. In other application, the same feature may be collected for both the training data and the test data at a particular cost. An example of this case would be the installation of a sensor at a particular location, which is helpful for augmenting both the training data and the test data. Some examples of feature-based active learning scenarios are as follows:

- **Medical Applications:** Consider a medical application, where it is desirable to collect information from different medical tests on the patient. The results of each medical test may be considered a feature. Clearly, the acquisition of more features in the training data helps in better modeling, and the acquisition of more features in the test data helps in better diagnosis. However, acquisition of such features is typically expensive in most applications.

- **Sensor Applications:** In sensor applications, the collection and transmission of data is often associated with costs. In many cases, it is desirable to keep certain subsets of sensors passive, if their data is redundant with respect to other sensors and do not contribute significantly to the inference process.

- **Commercial Data Acquisition:** In many commercial applications (e.g., marketing, and credit card companies), different features about customers (or customer behavior) can be acquired at a cost. The acquisition of this information can greatly improve the learning process. Therefore, feature-based active learning can help evaluate the trade-offs between acquiring more features, and performing effective classification.
Feature-based active learning is similar in spirit to instance-based active learning, but the methodologies used for querying are quite different.

One observation about missing feature values is that many of them can often be partially imputed from the correlations among the features in the existing data. Therefore, it is not useful to determine those features that can be imputed. Based on this principle, a technique was proposed in [132] in which missing feature values are first imputed. The ones among them that have the greatest uncertainty are then queried. A second approach proposed in this work uses a classifier to determine those instances that are misclassified. The feature values of the misclassified instances are then queried for labels. In incremental feature acquisition, a small set of misclassified instances are used in order to acquire their labels [88], or by using a utility function that needs to be maximized [87, 101].

Active learning for feature values is also relevant in the context of scenarios where the feature values are acquired for test instances rather than training instances. Many of the methodologies used for training instances cannot be used in this scenario, since class labels are not available in order to supervise the training process. This particular scenario was proposed in [48]. Typically standard classifiers such as naive Bayes and decision trees are modified in order to improve the classification [19, 37, 79, 110]. Other more sophisticated methods model the approach as a sequence of decisions. For such sequential decision making, a natural approach is to use Hidden Markov Models [62].

Another scenario for active learning of features is that we can actively select instances for feature selection tasks. Conventional active learning methods are mainly designed for classification tasks. The works in [80–82] studied the problem of how to selectively sample instances for feature selection tasks. The idea is that by partitioning the instances in the feature space using a KD-tree, it is more efficient to selectively sample the instances with very different features.

### 22.6.2 Active Learning of Kernels

Active kernel learning is loosely related to the active learning of features in the previous subsection. Most of the discussion in the previous sections focuses on designing selective sampling methods that can maximize the effectiveness of a given supervised learning method, such as SVM. Kernel-based methods are very important and effective in supervised learning, where the kernel function/matrix, instead of the feature values, plays an important role in the learning process. Since the choice of kernel functions or matrices is often critical to the performance of kernel-based methods, it becomes a more and more important research problem to automatically learn a kernel function/matrix for a given dataset. There are many research works on kernel learning, i.e., the problem of learning a kernel function or matrix from side information (e.g., either labeled instances or pairwise constraints). In previous kernel learning methods, such side information is assumed to be given beforehand. However, in some scenarios, the side information can be very expensive to acquire, and it is possible to actively select some side information to query the oracle for the ground-truth. This is how active kernel learning comes into play.

Specifically, active kernel learning corresponds to the problem of exploiting active learning to learn an optimal kernel function/matrix for a dataset with the least labeling cost. The work in [56] studied the problem of selectively sampling instance-pairs, instead of sampling instances, for a given dataset, in order to learn a proper kernel function/matrix for kernel-based methods. Given a pair of instances \((x_i, x_j)\), the corresponding kernel value is \(K_{i,j} \in \mathbb{R}\), indicating the similarity between \(x_i\) and \(x_j\). If the two instances are in the same class, \(K_{i,j}\) is usually a large positive number, while if the two instances are in different classes, \(K_{i,j}\) is more likely to be a large negative number. One simple solution for active kernel learning is to select the kernel similarities that are most close to zero, i.e., \((i^*, j^*) = \arg \min_{(i,j)} |K_{i,j}|\). This solution is simply extended from the uncertainty-based active learning methods. The underlining assumption is that such instance pairs are the most informative in the kernel learning process. However, in real-world kernel-based classification methods, the instance
pairs with the smallest absolute kernel values $|K_{i,j}|$ are more likely to be must-link pairs, i.e., both instances are in the same class. It is also crucial to query instances pairs that are more likely to be cannot-link pairs, where the two instances are in different classes.

The work in [56] proposed an approach based upon min-max principle, i.e., the assumption is that the most informative instance pairs are those resulting in a large classification margin regardless of their assigned class labels.

22.6.3 Active Learning of Classes

In most active learning scenarios, it is assumed that the instances are queried for labels. In such querying processes, we can control which instances we want to query for the labels, but cannot control which classes we will get for the queried instances. It is explicitly or implicitly assumed that: 1) The cost of getting the class label for an instance is quite expensive. 2) The cost of obtaining the instances is inexpensive or free. However, in some scenarios, such assumptions may not hold, and it may be possible to query with a class label, so that the oracle will feedback with some instances in the class. Thus, this is a kind of reverse query, which is relevant to certain kinds of applications [83]. For example, the work in [83] designs method for training an artificial nose which can distinguish between different kinds of vapors (the class labels). However, the key distinction here is that the instances here are generated for training a particular application. For example, in the “artificial nose” task, the chemical (the instances) are synthesized. Different kinds of instances are synthetically generated representing the different kinds of vapors. In traditional active learning, the instances are already existing. A key observation in [83] is that methods that optimize the class stability were more effective than either random sampling or methods that optimized the class accuracy.

22.6.4 Streaming Active Learning

The data stream scenario is particularly suited to active learning, since large volumes of data are often available, and the real-time stream generation process usually does not create labels of interest for specific applications. Unlike static data sets, which have often been extensively processed in order to generate labels, data stream instances are often “newly generated,” and therefore there has never been an opportunity to label them. For example, in a network system, the incoming records may correspond to real time intrusions, but this cannot be known without spending (possibly manual) effort in labeling the records in order to determine whether or not they correspond to intrusions. Numerous simple methods are possible for adapting data streams to the active learning scenario. In local uncertainty sampling, active learning methods can be applied to a current segment of the data stream, with the use of existing algorithms, without considering any other segments. The weakness of this is that it fails to use any of the relevant training data from the remaining data stream. One way to reduce this is to build historical classifiers on different segments, and combine the results from the current segment with the results from the historical classifier. The work in [136] goes one step further, and combines an ensemble technique with active learning in order to perform the classification. The minimal variance principle is used for selecting the relevant sample.

The work in [26] proposes unbiased methods for active sampling in data streams. The approach designs optimal instrumental distributions to minimize the variance in the sampling process. Bayesian linear classifiers with weighted maximum likelihood are optimized online on order to estimate parameters. The approach was applied on a data stream of user-generated comments on a commercial news portal. Offline evaluation was used in order to compare various sampling strategies, and it was shown that the unbiased approach is more effective than the other methods.

The work in [41] introduces the concept of demand-driven active mining of data streams. In this model, it is assumed that a periodic refresh of the labels of the stream is performed in batch. The key question here is the choice of the timing of the model for refreshing. If the model is refreshed too slowly, it may result in a more erroneous model, which is generally undesirable. If the model is
refreshed too frequently, then it will result in unnecessary computational effort without significant benefit. Therefore, the approach uses a mathematical model in order to determine when the stream patterns have changed significantly enough for an update to be reasonably considered. This is done by estimating the error of the model on the newly incoming data stream, without knowing the true labels. Thus, this approach is not, strictly speaking, a traditional active learning method that queries for the labels of individual instances in the stream.

The traditional problem of active learning from data streams, where a decision is made on each instance to be queried, is also referred to as selective sampling, which was discussed in the introduction section of this chapter. The term “selective sampling” is generally used by the machine learning community, whereas the term “data stream active learning” is often used by data mining researchers outside the core machine learning community. Most of the standard techniques for sample selection that are dependent on the properties of the unlabeled instance (e.g., query-by-committee), can be easily extended to the streaming scenario [43, 44]. Methods that are dependent on the aggregate performance of the classifier are somewhat inefficient in this context. This problem has been studied in several different contexts such as part-of-speech tagging [28], sensor scheduling [71], information retrieval [127], and word-sense disambiguation [42].

22.6.5 Multi-Instance Active Learning

The idea in multiple instance active learning [33] is that the instances are naturally organized into “bags,” each of which is assigned a label. When a label is assigned to a bag, it is implied that all instances in that bag have that label. This problem was first formalized in [107]. This problem arises quite naturally in some data domains such as protein family modeling, drug activity prediction, stock market prediction, and image retrieval. In these data domains, scenarios arise in which it is inexpensive to obtain labels for bags, but rather expensive to obtain labels at the individual instance level. The real issue here is often one of granularity. For example, in a text document, image, or a biological sequence, consider the case where individual instances correspond to portions of these objects. In such cases, it may often be easier to label the whole object, rather than portions of it, and all segments of the object inherit this label. In many cases, the labeling may simply be available at the higher level of granularity. It should be pointed out that multiple instance labeling naturally leads to errors in labeling of the fine-grained instances. Therefore, a major challenge in multiple-instance learning is that the learner must determine which instances of a particular label in a bag do actually belong to that label. On the flip side, these coarse labelings are relatively inexpensive, and may be obtained at a low cost.

Several scenarios have been discussed in [107] for the multi-class problem. For example, the learner may either query for bag labels, for specific instance labels, or for all instance labels in a specific bag. The appropriateness of a particular scenario of course depends upon the application setting. The work in [107] focuses on the second scenario, where specific instance labels are queried. In addition, a binary classification problem is assumed, and it is assumed that only positively labeled bags are of interest. Therefore, only instances in positive bags are queried. The approach uses multiple-instance logistic regression for classification purposes. In addition, uncertainty sampling is used, where the instances for which the labels are the least certain are sampled. It should be pointed out that the bag labels directly impact both the logistic regression modeling process, and the computation of the uncertainty values from the labels. Details of the approach are discussed in [107].

A second scenario is the case where each query may potentially correspond to multiple instances. For example, in the case of Amazon Mechanical Turk, the user provides a batch of instances to the learner, which are then labeled by experts at a cost. In many cases, this batch is provided in the context of a cold start, where no previous labeled instances are available. The cold start scenario is closer to unsupervised or non-adaptive active learning, where no labeled data is available in order to evaluate the performance of the methods. Some examples of this scenario have already been dis-
cussed in the context of active learning for node classification in networks, where such methods are very popular. Even in the case where labeled data is available, it is generally not advisable to pick the $k$ best instances. This is because the $k$ best instances that are picked may all be quite similar, and may not provide information that is proportional to the underlying batch size. Therefore, much of the focus of the work in the literature [16,55,57,119] is to incorporate diversity among the instances in the selection process.

22.6.6 Multi-Label Active Learning

Conventional active learning approaches mainly focus on single-label classification problems, i.e., binary classification and multi-class classification. It is usually assumed that each instance can only be assigned to one class among all candidate categories. Thus the different classes are mutually exclusive in the instance level. However, in some applications, such assumptions may not hold. Each instance can be associated with multiple labels simultaneously, where the classification task is to assign a set of labels for each instance. For example, in text classification, each text document may be assigned with multiple categories, e.g., news, politics, economy. In such classification tasks, when we query the “oracle” with an instance, the “oracle” will annotate all the labels for the queried instance. In the active learning process, we need to estimate the importance or uncertainty of an instance corresponding to all the labels.

One solution is to measure the informativeness of each unlabeled instance across all the candidate labels [17, 38, 78, 112]. For example, Yang et. al. [124] proposed an approach that selects the unlabeled data based upon the largest reduction of the expected model loss for multi-label data by summing up losses on all labels. In multi-label learning, it is also important to consider the relationship among different labels instead of treating each label independently. A second type of approaches considers the label structure of a multi-label learning problem, such as the correlations among the labels [98], the cardinality of label sets [77], and hierarchy of labels [77], to measure the informativeness of the unlabeled instances. The work in [76] proposed two methods based upon max-margin prediction uncertainty and a label cardinality inconsistency, respectively, and integrated them into an adaptive method of multi-label active learning.

22.6.7 Multi-Task Active Learning

Multi-task learning is closely related to multi-label learning scenarios. Conventional active learning mainly focuses on the scenarios of single task with single learner. However, in some applications, one instance can be involved in multiple tasks and be used by multiple learners [99]. For example, in NLP (Natural Language Processing) tasks, each instance can be involved in multiple levels of linguistic processing tasks, such as POS tagging, named entity recognition, statistical parsing. It is usually easier for the “oracle” to be queried with one instance, and feedback with labels for all the tasks, instead of being queried multiple times for different tasks. In this scenario, the key problem is how to assess the informativeness or representativeness of an unlabeled instance w.r.t. all the learning tasks. Some examples of this scenario have already been discussed in the context of active learning for NLP applications [99], which usually involve multiple tasks and the labeling costs are very high.

In the work [99], two approaches have been proposed. In the first approach, i.e., alternating selection, the parser task and named entity recognition task take turns to select important instances to query for the label iteratively. While the second approach, i.e., rank combination, combines the ranking of importance from both tasks and select important instances that are highly ranked in both tasks.

Another scenario for multi-task active learning is that the outputs of multiple tasks are coupled together and should satisfy certain constraints. For example, in relational learning, the entities classification and link prediction are two prediction tasks, where their outputs can often be related.
If an entity is predicted as the mayor of a city, the class label of the entity should be “politician” or “person”, instead of other labels like “water.” In such scenarios, the outputs of multiple tasks are coupled with certain constraints. These constraints could provide additional knowledge for the active learning process. The work in [128] studied the problem of active learning for multi-task learning problem with output constraints. The idea is that we should exploit not only the uncertainty of prediction in each task but also the inconsistency among the outputs on multiple tasks. If the class labels on two different tasks are mutually exclusive while the model predicts positive labels in both tasks, it indicates that the model makes an error on one of the two tasks. Such information is provided by the output constraints and can potentially help active learners to evaluate the importance of each unlabeled instance more accurately.

### 22.6.8 Multi-View Active Learning

Most of the discussion in the previous sections focuses on single view settings, where each instance only has one view of a set of features. However, there are also numerous scenarios where each instance is described with several different disjoint sets of features. Each set of features corresponds to one view, which is sufficient for learning the label concept. For example, in the Web page classification problems, we can have two different views: 1) One set of features corresponds to the text appearing on a Web page. 2) Another set of features corresponds to the anchor text in the hyper-links pointing to the Web page. Multi-view active learning is closely related to semi-supervised learning and active learning [90, 116]. The multi-view active learning problem was first studied in [90–92], where a model called co-testing was proposed. The idea is related to Query-by-Committee, which uses multiple learners and selects the set of unlabeled instances where the predictions on different learners disagree with each other. However, Query-by-Committee approaches build multiple learners on one single view, while the co-testing method focuses on multiple views and trains one learner on each view. The motivation of such model design is as follows: Suppose learners in different views predict different labels on an unlabeled instance. These kinds of unlabeled instances are called contention points. At least one learner could make a mistake on that instance prediction. If we query the oracle with that instance (i.e., a contention point), it is guaranteed that at least one of the learners will benefit from the label information. In this sense, the active sampling is based upon learning from mistakes (at least in one view). So the co-testing method can potentially converge to the target concept more quickly than alternative active learning methods.

The work in [116] provided a theoretical analysis on the sample complexity of multi-view active learning based upon the $\alpha$-expansion assumption [7]. The sample complexity of multi-view active learning can be exponentially improved to $O(\log \frac{1}{\epsilon})$, approximately. The work in [117] extended the theoretical analysis to Non-Realizable cases, where the data are no longer assumed to be perfectly separable by any hypothesis in the hypothesis class because of the noise.

### 22.6.9 Multi-Oracle Active Learning

In conventional active learning settings, it is usually assumed that there is only one “oracle” for the system to query the labels, and the “oracle” knows ground-truth about classification tasks and can annotate all the queried samples without any errors. These assumptions may not hold in some real-world applications, where it is very hard or impossible to find such an “oracle” that knows everything about the ground-truth. It is more likely that each “oracle” (i.e., annotator) only knows or is familiar with a small part of the problem, while we could have access to multiple “oracles” with varying expertise. For example, in Crowdsourcing systems, such as Amazon Mechanical Turk, each user or annotator may only know a small part of the task to be queried while we could query multiple users, each with different queries. In many other applications, many “oracles” may disagree.

---
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with each other on the same instance. The answer from an individual “oracle” may not be accurate enough. Combining answers from multiple “oracles” would be necessary. For example, in medical imaging, the diagnosis of different doctors may be different on one patient’s image, while it is often impossible to perform a biopsy on the patient in order to figure out the ground-truth.

In multi-oracle active learning, we could not only select which instance to query for the label, but also select which oracle(s) or annotator(s) to be queried with the instance. In other words, multi-oracle active learning is an instance-oracle-pair selection problem, instead of an instance-selection problem. This paradigm brings up new challenges to the active learning scenario. In order to benefit the learning model the most, we need to estimate both the importance of each unlabeled instance and the expertise of each annotator.

The work in [122] designed an approach for multi-oracle active learning. The model first estimated the importance of each instance, which is similar to conventional active learning models. The model then estimated which “oracle” is most confident about its label annotation on the instance. These two steps are performed iteratively. The high level idea of the approach is that we first decide which instance we need to query the most, then decide who has the most confident answer for the query.

The work in [111] studied both the uncertainty in the model and noises in the oracle. The idea is that the costs of labelers with low qualities are usually low in crowdsourcing applications, while we can repeatedly query different labelers for one instance to improve the labeling quality with additional costs. Thus the work [111] studied the problem of selective repeated labeling, which can potentially reduce the cost in labeling while improving the overall labeling quality, although this work focused on the cases that all oracles are equally and consistently noisy, which may not fit in many real-world cases. The work [32] extended the problem setting by allowing labelers to have different noise levels, though the noise levels are still consistent over time. It shows that the qualities of individual oracles can be properly estimated, then we can perform active learning more effectively by querying only the most reliable oracles in selective labeling process. Another work extended the setting of multi-oracle active learning in that the skill sets of multiple oracles are not assumed to be static, but are changeable by teaching each other actively. The work in [39] explored this problem setting, and proposed a self-taught active learning method from crowdsourcing. In addition to selecting the most important instance-oracle-pair, we also need to figure out which pair of oracles could be the best pair for self-teaching, i.e., one oracle has the expertise in a skill where the other oracle needs to improve the most. In order to find the most effective oracle pair, we not only need to estimate how well one oracle is on a type of skill, but also which oracle needs the most help on improving the type of skill. In this way, the active learning method can help improve the overall skill sets of the oracles and serve the labeling task with better performance.

22.6.10 Multi-Objective Active Learning

Most previous works on active learning usually involved supervised learning models with single objective optimization. The selective sampling process is mainly performed in the level of data instances, i.e., it is assumed that the labeling of the instances is very expensive. However, there are some scenarios where the learning problem involve multiple objectives in the optimization process. Each model will have multiple scores with reference to multiple objective functions. For example, in classification problems, the performance of the model can be evaluated from multiple objective/loss functions, such as empirical loss, model complexity, precision, recall, and AUC (for ROC curve). In hardware design, each model design can have different scores on multiple criteria, such as energy consumption, throughput, and chip area. In all these scenarios, the models are not evaluated according to one single objective function, but a set of multiple objective functions.

Usually there is no single model that is the best model in all objectives. Different “optimal” solutions/models can have different trade-offs on the multiple objective functions. For example, model $M_1$ may have better performance on “energy consumption” than another model $M_2$, while
$M_2$ may have better performance on “throughput” than model $M_1$. In this case, we call a model a non-dominated solution or “optimal” solution, if there is no other solution that can achieve better performance in all objectives than the model. Thus the task of multi-objective optimization is to obtain a set of multiple “optimal” models/solutions, such that all the models in the set are “optimal” and cannot be dominated by any other solution or dominate each other. Such a model set is called a “Pareto-optimal set,” where there is a potentially infinite number of “optimal” solutions in the model space. It is usually infeasible to get a set of Pareto-optimal models by exhaustive search.

Moreover, in some real-world applications, the evaluation of the performance of a model/solution with reference to multiple criteria is not free, but can be rather expensive. One example is the hardware design problem. If we would like to test the performance of a model design in hardware, synthesis of only one design can take hours or even days. The major cost of the learning process is on the model evaluation step, instead of the label acquiring step. This is how active learning comes into play. We could perform active learning in the model/design space, instead of the data instance space. The work in [138] studied the problem of selectively sampling the model/design space to predict the Pareto-optimal set, and proposed a method called Pareto Active Learning (PAL). The performance on multiple objectives is modeled as a Gaussian process, and the designs are estimated to iteratively select the models that can maximize the model searching process.

### 22.6.11 Variable Labeling Costs

In the previous discussion, we considered cases where the costs are fixed for each training instance. This may, however, often not be the case, where some instances may be harder to label than others. For example, consider the case where the labels correspond to information extracted from text documents. In practice, the documents may correspond to varying lengths and complexity, and this may reflect the variable labeling cost associated with these documents. This interesting scenario has been discussed in [66,67,86,108]. The difference in these many scenarios is in how the labeling cost is defined, and whether it is known prior to the learning process. The work in [108] provides a detailed experimental study of the annotation times over different instances in different domains, and shows that these times can be significantly different, and can also depend on the underlying data domain.

### 22.6.12 Active Transfer Learning

Active learning and transfer learning are two different ways to reduce labeling costs in classification problems. Most of the previous works discussed these two problem settings separately. However, in some scenarios, it can be more effective to combine the two settings via active transfer learning. Transfer learning focuses on exploiting the labeled data from a related domain (called source domain/dataset) to facilitate the learning process in a target domain/dataset. The basic idea is that if the source dataset is very similar to the target dataset, we can save a lot of labeling costs in the target domain by transferring the existing knowledge in the source domain to the target domain. On the other hand, active learning focuses on selective sampling of unlabeled instances in the target domain.

The work in [118] first studied the problem of combining active learning with transfer learning. The idea is that both transfer learning and active learning have their own strengths and weaknesses. It is possible to combine them to form a potentially better framework. In active transfer learning, the transfer learner can have two different choices during the domain knowledge transferring. One choice is to directly transfer an instance from the source domain to the target domain following conventional transfer learning methods. A second choice is to query the oracle with an instance for the label instead of directly transferring the labels.

The work in [137] studied a second scenario where the unlabeled data in the target domain is not available. Only the source domain has unlabeled instances. The task is to actively select some
unlabeled instances from the source domain and query the oracle with the instance. The queried instances should be able to benefit the target domain in the transfer learning process. The work in [20] integrated the active learning and transfer learning into one unique framework using a single convex optimization. The work in [125] provided a theoretical analysis on active transfer learning.

The work in [40] extended the active transfer learning problem with the multi-oracle settings, where there can be multiple oracles in the system. Each oracle can have different expertise, which can be hard to estimate because the quantity of instances labeled by all the participating oracles is rather small. The work in [131] extended the active transfer learning framework into the recommendation problems, where the knowledge can be actively transferred from one recommendation system to another recommendation system.

### 22.6.13 Active Reinforcement Learning

Active learning has also been widely used beyond supervised learning. In reinforcement learning, there are many scenarios where active learning could help improve the performance while reducing human efforts/costs during the learning process. The work in [36] studied the problem of active reinforcement learning, where transition probabilities in a Markov Decision Process (MDP) can be difficult/expensive for experts to specify. The idea is to combine offline planning and online exploration in one framework that allows oracles to specify possibly inaccurate models of the world offline.

The work in [65] studied the active imitation learning that can be reduced to I.I.D active learning. Imitation learning usually learns a target policy by observing full execution trajectories, which can be hard/expensive to generate in practice. The idea is that we could actively query the expert about the desired action at individual states, based upon the oracle’s answers to previous queries.

---

### 22.7 Conclusions

This chapter discusses the methodology of active learning, which is relevant in the context of cases where it is expensive to acquire labels. While the approach has a similar motivation to many other methods, such as semi-supervised learning and transfer learning, the approach used for dealing with the paucity of labels is quite different. In active learning, instances from the training data are modeled with the use of a careful sampling approach, which maximizes the accuracy of classification, while reducing the cost of label acquisition. Active learning has also been generalized to structured data with dependencies such as sequences and graphs. The problem is studied in the context of a wide variety of different scenarios such as feature-based acquisition and data streams. With the increasing amounts of data available in the big-data world, and the tools now available to us through crowd sourcing methodologies such as Amazon Mechanical Turk, batch processing of such data sets has become an imperative. While some methodologies still exist for these scenarios, a significant scope exists for the further development of technologies for large scale active learning.

---
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23.1 Introduction

Extracting meaningful knowledge from very large datasets is a challenging task that requires the application of machine learning methods. This task is called data mining, the aim of which is to retrieve, explore, predict, and derive new information from a given dataset. Given the complexity of the task and the size of the dataset, users should be involved in this process because, by providing adequate data and knowledge visualizations, the pattern recognition capabilities of the human can be used to drive the learning algorithm [6]. This is the goal of Visual Data Mining [78, 85]: to present the data in some visual form, allowing the human to get insight into the data, draw conclusions, and directly interact with the data [18]. In [75], the authors define visual data mining as “the process of interaction and analytical reasoning with one or more visual representations of an abstract data that leads to the visual discovery or robust patterns in these data that form the information and knowledge utilised in informed decision making.”

Visual data mining techniques have proven to be of high value in exploratory data analysis and they also have a high potential for exploring large databases [31]. This is particularly important in a context where an expert user could make use of domain knowledge to either confirm or correct a dubious classification result. An example of this interactive process is presented in [83], where the graphical interactive approaches to machine learning make the learning process explicit by visualizing the data and letting the user ‘draw’ the decision boundaries. In this work, parameters and model selection are no longer required because the user controls every step of the inductive process.

By means of visualization techniques, researchers can focus and analyze patterns of data from datasets that are too complex to be handled by automated data analysis methods. The essential idea is to help researchers examine the massive information stream at the right level of abstraction through appropriate visual representations and to take effective actions in real-time [46]. Interactive visual data mining has powerful implications in leveraging the intuitive abilities of the human for data mining problems. This may lead to solutions that can model data mining problems in a more intuitive and unrestricted way. Moreover, by using such techniques, the user also has much better understanding of the output of the system even in the case of single test instances [1, 3].

The research field of Visual Data Mining has witnessed a constant growth and interest. In 1999, in a Guest Editor’s Introduction of Computer Graphics and Application Journal [85], Wong writes:

All signs indicate that the field of visual data mining will continue to grow at an even faster pace in the future. In universities and research labs, visual data mining will play a major role in physical and information sciences in the study of even larger and more complex scientific data sets. It will also play an active role in nontechnical disciplines to establish knowledge domains to search for answers and truths.

More than ten years later, Keim presents new challenges and applications [44]:

Nearly all grand challenge problems of the 21st century, such as climate change, the energy crisis, the financial crisis, the health crisis and the security crisis, require the analysis of very large and complex datasets, which can be done neither by the computer nor the human alone. Visual analytics is a young active science field that comes with a mission of empowering people to find solutions for complex problems from large complex datasets. By tightly integrating human intelligence and intuition with the storage and processing power of computers, many recently developed visual analytics solutions successfully help people in analyzing large complex datasets in different application domains.

In this chapter, we focus on one particular task of visual data mining, namely visual classification. The classification of objects based on previously classified training data is an important area
within data mining and has many real-world applications (see Section 23.3). The chapter is organized as follows: in this introduction, we present the requirements for Visual Classification (Section 23.1.1), a set of challenges (Section 23.1.3), and a brief overview of some of the approaches organized by visualization metaphors (Section 23.1.2); in Section 23.2, we present the main visualization approaches for visual classification. For each approach, we introduce at least one of the seminal works and one application. In Section 23.3, we present some of the most recent visual classification systems that have been applied to real-world problems. In Section 23.4, we give our final remarks.

23.1.1 Requirements for Visual Classification

Shneidermann defines the “Visual Information Seeking Mantra” as a set of tasks that the user should perform [71]: overview first, zoom and filter, then details-on-demand. Along with this concept, the author proposes a type by task taxonomy of information visualizations. He lists seven tasks and seven data types. The tasks are: 1) to gain an overview of the entire collection; 2) zoom in on items of interest; 3) filter out uninteresting items; 4) select an item or group and get details when needed; 5) view relationships among items; 6) keep a history of actions to support undo, replay, and progressive refinement; 7) allow extraction of sub-collections and of the details when needed. The data types are: mono-dimensional, two-dimensional, three-dimensional, temporal, multi-dimensional, tree, and network.

In [6], Ankerst and others discuss the reasons for involving the user in the process of classification: (i) by providing adequate data and knowledge visualizations, the pattern recognition capabilities of the human can be used to increase the effectiveness of the classifier construction; (ii) the users have a deeper understanding of the resulting classifier; (iii) the user can provide domain knowledge to focus the learning algorithm better. Therefore, the main goal is to get a better cooperation between the user and the system: on the one hand, the user specifies the task, focuses the search, evaluates the results of the algorithm, and feeds his domain knowledge directly into the learning algorithm; on the other hand, the machine learning algorithm presents patterns that satisfy the specified user constraints and creates appropriate visualizations.

In [9], a list of desired requirements for the visualization of the structure of classifiers is discussed. This list addresses specific requirements for what the users should be able to do when interacting with visual classification systems:

1. to quickly grasp the primary factors influencing the classification with very little knowledge of statistics;
2. to see the whole model and understand how it applies to records, rather than the visualization being specific to every record;
3. to compare the relative evidence contributed by every value of every attribute;
4. to see a characterization of a given class, that is, a list of attributes that differentiate that class from others;
5. to infer record counts and confidence in the shown probabilities so that the reliability of the classifier’s prediction for specific values can be assessed quickly from the graphics;
6. to interact with the visualization to perform classification;
7. the system should handle many attributes without creating an incomprehensible visualization or a scene that is impractical to manipulate.
23.1.2 Visualization Metaphors

Representing objects in two- or three-dimensional spaces is probably the most ‘natural’ metaphor a visualization system can offer to model object relationships. This is how we perceive the world as humans: two objects that are ‘close’ to each other are probably more similar than two objects far away. The interactive visualization and navigation of such space becomes a means to browse and explore the dataset that matches predetermined characteristics. In this section, we present a brief overview of some of the approaches covered in this chapter, divided into two groups: approaches that represent objects using the metaphor of proximity to indicate similarity between objects in a two-dimensional or three-dimensional space, and other approaches that use more complex metaphors.

23.1.2.1 2D and 3D Spaces

DocMINER [10] is a system which visualizes fine-granular relationships between single objects and allows the application of different object analysis methods. The actual mapping and visualization step uses a Self-Organizing Map (see Section 23.2.5.1). Given a distance metric, objects are mapped into a two-dimensional space, so that the relative error of the distances in this 2D space regarding the true distances of the objects is minimized. High-dimensional data sets contain several attributes, and finding interesting projections can be a difficult and time-consuming task for the analyst, since the number of possible projections increases exponentially with the number of concurrently visualized attributes. VizRank [52] is a method based on K-Nearest Neighbor distance [16] which is able to rank visual projections of classified data by their expected usefulness. Usefulness of a projection can then be defined as a property that describes how well clusters with different class values are geometrically separated. The system Bead [14] represents objects as particles in a three-dimensional space and the relationships between objects are represented by their relative spatial positions. In Galaxies [84], clusters of documents are displayed by reducing the high dimensional representation to a three-dimensional scatterplot. The key measurement for understanding this visualization is the notion of document similarity. ThemeScapes [84] is a three dimensional plot that mimics terrain topology. The surface of the terrain is intended to convey relevant information about topics and themes found within the corpus: elevation depicts theme strength, while valleys, cliffs and other features represent relationships between documents. In [68], the authors present the use of three-dimensional surfaces for visualizing the clusters of the results of a search engine. The system lets users examine resulting three-dimensional shapes and immediately see differences and similarities in the results. Morpheus [61] is a tool for an interactive exploration of clusters of objects. It provides visualization techniques to present subspace clustering results such that users can gain both an overview of the detected patterns and the understanding of mutual relationships among clusters.

23.1.2.2 More Complex Metaphors

MineSet [9] provides several visualization tools that enable users to explore data and discover new patterns. Each analytical mining algorithm is coupled with a visualization tool that aids users in understanding the learned models. Perception-Based Classification [6] (PBC) was introduced as an interactive decision tree classifier based on a multidimensional visualization technique. The user can select the split attributes and split points at each node and thus constructed the decision tree manually (see Section 23.2.6.1). This technique not only depicts the decision tree but it also provides explanations as to why the tree was constructed this way. The Evidence Visualizer [8] can display Bayes model decisions as pies and bar charts. In particular, the rows of pie charts represent each attribute, and each pie chart represents an interval or value of the attribute. ExplainD [66] is a framework for explaining decisions made by classifiers that use additive evidence. It has been applied to different linear model such as support vector machines, logistic regression, and Naïve Bayes. The main goal of this framework is to visually explain the decisions of machine-learned
classifiers and the evidence for those decisions. The Class Radial Visualization [69] is an integrated visualization system that provides interactive mechanisms for a deep analysis of classification results and procedures. In this system, class items are displayed as squares and equally distributed around the perimeter of a circle. Objects to be classified are displayed as colored points in the circle and the distance between the point and the squares represents the uncertainty of assigning that object to the class. In [65], the author presents two interactive methods to improve the results of a classification task: the first one is an interactive decision tree construction algorithm with a help mechanism based on Support Vector Machines (SVM); the second one is a visualization method used to try to explain SVM results. In particular, it uses a histogram of the data distribution according to the distance to the boundary, and linked to it is a set of scatter-plot matrices or the parallel coordinates. This method can also be used to help the user in the parameter tuning step of the SVM algorithm, and significantly reduce the time needed for the classification.

23.1.3 Challenges in Visual Classification

In [44], Keim and others discuss the challenges of the future of visualization systems. Even though each individual application and task has its own requirements and specific problems to solve, there are some common challenges that may be connected to the task of visual classification. The challenges are six: scalability, uncertainty, hardware, interaction, evaluation, and infrastructure. Scalability is probably one of the most important future challenges with the forthcoming ‘era of big data.’ Visual solutions need to scale in size, dimensionality, data types, and levels of quality. The relevant data patterns and relationships need to be visualized on different levels of detail, and with appropriate levels of data and visual abstraction. Dealing with uncertainty in visual analytics is nontrivial because of the large amount of noise and missing values. The notion of data quality and the confidence of the algorithms for data analysis need to be appropriately represented. The analysts need to be aware of the uncertainty and be able to analyze quality properties at any stage of the data analysis process. Efficient computational methods and powerful hardware are needed to support near real time data processing and visualization for large data streams. In addition to high-resolution desktop displays, advanced display devices such as large-scale power walls and small portable personal assistants need to be supported. Visual analytics systems should adapt to the characteristics of the available output devices, supporting the visual analytics workflow on all levels of operation. Novel interaction techniques are needed to fully support the seamless intuitive visual communication with the system. User feedback should be taken as intelligently as possible, requiring as little user input as possible. A theoretically founded evaluation framework needs to be developed to assess the effectiveness, efficiency, and user acceptance of new visual analytics techniques, methods, and models. For a deeper analysis of these challenges, we suggest [46].

Interaction, evaluation, and infrastructure have recently been discussed in the ACM International Conference of Tabletops and Surfaces. In [53], the authors present the development of novel interaction techniques and interfaces for enhancing collocated multiuser collaboration so as to allow multiple users to explore large amounts of data. They build case studies where multiple users are going to interact with visualizations of a large data set like biology datasets, social networks datasets, and spatial data.

23.1.4 Related Works

In this section, we want to give the reader some complementary readings about surveys on visual data mining. Compared to ours, these surveys have different objectives and do not focus on the specific problem of visual classification. These surveys discuss issues that are very important but go beyond the scope of this chapter. For example: how to choose the appropriate visualization tool, advantages and disadvantages, strengths and weaknesses of each approach, and how to extend basic visualization approaches.
In [18], an overview of the techniques available under the light of different categorizations is presented. The role of interaction techniques is discussed, as well as the important question of how to select an appropriate visualization technique for a task.

The problem of identifying adequate visual representation is also discussed in [56]. The authors classify the visual techniques in two classes: technical and interactive techniques. For each approach they discuss advantages and disadvantages in visualizing data to be mined.

[11] presents how to integrate visualization and data mining techniques for knowledge discovery. In particular, this work looks at strengths and weaknesses of information visualization techniques and data mining techniques.

In [25], the authors present a model for hierarchical aggregation in information visualization for the purpose of improving overview and scalability of large scale visualization. A set of standard visualization techniques is presented and a discussion of how they can be extended with hierarchical aggregation functionality is given.

### 23.2 Approaches

In this section, we present an overview of many of the most important approaches used in data visualization that have been applied to visual classification. This survey is specifically designed to present only visual classification approaches. For each approach, we added a reference to at least one of the seminal works and one example of an application for the specific classification task. We did not enter into discussions on the appropriateness, advantages, and disadvantages of each technique, which can be found in other surveys presented in Section 23.1.4. We present the approaches in alphabetical order: nomograms, parallel coordinates, radial visualizations, scatter plots, topological maps, and trees. All the figures in this Section were produced with R, and the code to reproduce these plots can be downloaded.

#### 23.2.1 Nomograms

A nomogram is any graphical representation of a numerical relationship. Invented by French mathematician Maurice d’Ocagne in 1891 a nomogram has as its primary purpose to enable the user to graphically compute the outcome of an equation without needing a computer or calculator. Today, nomograms are often used in medicine to predict illness based on some evidence. For example, [57] shows the utility of such a tool to estimate the probability of diagnosis of acute myocardial infarction. In this case, the nomogram is designed in such a way that it can be printed on paper and easily used by physicians to obtain the probability of diagnosis without using any calculator or computer. There are a number of nomograms used in daily clinical practice for prognosis of outcomes of different treatments, especially in the field of oncology [43, 81]. In Figure 23.1, an example of a nomogram for predicting the probability of survival given factors like age and cholesterol level is shown.

The main benefit of this approach is simple and clear visualization of the complete model and the quantitative information it contains. The visualization can be used for exploratory analysis and classification, as well as for comparing different probabilistic models.

---

1. http://www.r-project.org/
FIGURE 23.1: Nomograms. Given the age of a person and the level of cholesterol of the patient, by drawing a straight line that connects these two points on the graph, it is possible to read much information about survival probabilities ($Y \geq 1$, $Y \geq 2$, $Y = 3$) according to different combinations of features.

23.2.1 Naive Bayes Nomogram

In [60], the authors propose the use of nomograms to visualize Naive Bayes classifiers. This particular visualization method is appropriate for this type of classifiers since it clearly exposes the quantitative information on the effect of attribute values to class probabilities by using simple graphical objects (points, rulers, and lines). This method can also be used to reveal the structure of the Bayes classifier and the relative influences of the attribute values to the class probability and to support the prediction.

23.2.2 Parallel Coordinates

Parallel coordinates have been widely adopted for the visualization of high-dimensional and multivariate datasets [37, 38]. By using parallel axes for dimensions, the parallel coordinates technique can represent n-dimensional data in a 2-dimensional space; consequently, it can be seen as a mapping from the space $R^n$ into the space $R^2$. The process to project a point of the n-dimensional space into the 2-dimensional space is the following: on a two-dimensional plane with cartesian co-
ordinates, starting on the y-axis, $n$ copies of the real line are placed parallel (and equidistant) to the y-axis. Each line is labeled from $x_1$ to $x_n$. A point $c$ with coordinates $(c_1, c_2, ..., c_n)$ is represented by a polygonal line whose $n$ vertices are at $(i - 1, c_i)$ for $i = 1, ..., n$.

Since points that belong to the same class are usually close in the n-dimensional space, objects of the same class have similar polygonal lines. Therefore, one can immediately see groups of lines that correspond to points of the same class. Axes ordering, spacing, and filtering can significantly increase the effectiveness of this visualization, but these processes are complex for high dimensional datasets [86]. In [78], the authors present an approach to measure the quality of the parallel coordinates-view according to some ranking functions.

In Figure 23.2, an example of parallel coordinates to classify the Iris Dataset\(^5\) is shown. The four-dimensional object has been projected onto four parallel coordinates. Flowers of the same kind show similar polygonal patterns; however, edge cluttering is already a problem even with this small number of objects.\(^6\)

### 23.2.2.1 Edge Cluttering

Although parallel coordinates is a useful visualization tool, edge clutter prevents effective revealing of underlying patterns in large datasets [89]. The main cause of the visual clutter comes from too many polygonal lines. Clustering lines is one of the most frequently used methods to reduce the visual clutter and improve the perceptibility of the patterns in multivariate datasets. The overall visual clustering is achieved by geometrically bundling lines and forming patterns. The visualization can be enhanced by varying color and opacity according to the local line density of the curves.

Another approach to avoid edge cluttering is the angular histogram [29]. This technique considers each line-axis intersection as a vector, then both the magnitude and direction of these vectors are visualized to demonstrate the main trends of the data. Users can dynamically interact with this new plot to investigate and explore additional patterns.

### 23.2.3 Radial Visualizations

A radial display is a visualization paradigm in which information is laid out on a circle, ellipse, or spiral on the screen. Perhaps the earliest use of a radial display in statistical graphics was the pie chart. However, the pie chart has some limitations. In particular, when the wedges in a pie chart are almost the same size, it is difficult to determine visually which wedge is largest. A bar chart is generally better suited for this task. For example, the Evidence Visualizer [8, 13] can display Bayes model decisions as pie and bar charts. In particular, the rows of pie charts represent each attribute, and each pie chart represents an interval or value of the attribute.

Many radial techniques can be regarded as projections of a visualization from a Cartesian coordinate system into a polar coordinate system. The idea behind a radial visualization is similar to the one of parallel coordinates; however, while the space needed for Parallel Coordinates increases with the number of dimensions, the space used by a radial visualization remains fixed by the area of the circle. An example is Radviz [34, 35] where n-dimensional objects are represented by points inside a circle. The visualized attributes correspond to points equidistantly distributed along the circumference of the circle. [24] presents a survey of radial visualization, while [22] discusses advantages and drawbacks of these methods compared to classical Cartesian visualization.

---

\(^5\)http://archive.ics.uci.edu/ml/datasets/Iris

\(^6\)http://cran.r-project.org/web/packages/MASS/index.html
**FIGURE 23.2** (See color insert.): Parallel coordinates. In this example, each object has four dimensions and represents the characteristics of a species of iris flower (petal and sepal width and length in logarithmic scale). The three types of lines represent the three kinds of iris. With parallel coordinates, it is easy to see common patterns among flowers of the same kind; however, edge cluttering is already visible even with a small dataset.

### 23.2.3.1 Star Coordinates

Star Coordinates represent each dimension as an axis radiating from the center of a circle to the circumference of the circle [40]. A multi-dimensional object is mapped onto one point on each axis based on its value in the corresponding dimension. StarClass [79] is a visualization tool that allows users to visualize multi-dimensional data by projecting each data object to a point on 2D display space using Star Coordinates.

In Figure 23.3, three five-dimensional objects are mapped on a star coordinate plot. Each coordinate is one of the axes radiating from the center. Objects that are similar in the original space have similar polygons, too.

Star coordinates have been successfully used in revealing cluster structures. In [87, 88], an approach called Hypothesis Oriented Verification and Validation by Visualization (HOV) offers a tunable measure mechanism to project clustered subsets and non-clustered subsets from a multi-dimensional space to a 2D plane. By comparing the data distributions of the subsets, users not only...
FIGURE 23.3: Star coordinates. Three five-dimensional objects are mapped on this star plot. Each coordinate is one of the axis radiating from the center. In this example, the three objects are cars described by features like: number of cylinders, horse power, and miles per gallon. The number at the end of each axis represents the maximum value for that dimension. Cars with similar features have similar polygons, too.

have an intuitive visual evaluation but also have a precise evaluation on the consistency of cluster structure by calculating geometrical information of their data distributions.

23.2.4 Scatter Plots

Scatter plots use Cartesian coordinates to display the values of two- or three-dimensional data. Since most problems in data mining involve data with large number of dimensions, dimensionality reduction is a necessary step to use this type of plot. Reduction can be performed by keeping only the most important dimensions, that is, only those that hold the most information, and by projecting some dimensions onto others. The reduction of dimensionality can lead to an increased capability of extracting knowledge from the data by means of visualization, and to new possibilities in designing efficient and possibly more effective classification schemes [82]. A survey on the methods of dimension reduction that focuses on visualizing multivariate data can be found in [26].

In Figure 23.4, a matrix of scatterplots shows all the possible combinations of features for the Iris Dataset. Even though the three species of flowers are not linearly separable, it is possible to
study what pairs of features allow for a better separation. Even with this relatively few number of items, the problem of overlapping points is already visible.

In [45], the authors discuss the issue of the high degree of overlap in scatter plots in exploring large data sets. They propose a generalization of scatter plots where the analyst can control the degree of overlap, allowing the analyst to generate many different views for revealing patterns and relations from the data. In [78], an alternative solution to this problem is given by presenting a way to measure the quality of the scatter plots view according to some ranking functions. For example, a projection into a two-dimensional space may need to satisfy a certain optimality criterion that attempts to preserve distances between the class-means. In [20], a kind of projections that are similar to Fisher’s linear discriminants, but faster to compute, are proposed. In [7], a type of plot that projects points on a two-dimensional plane called a similarity-dissimilarity plot is discussed. This plot provides information about the quality of features in the feature space, and classification accuracy can be predicted from the assessment of features on this plot. This approach has been studied on synthetic and real life datasets to prove the usefulness of the visualization of high dimensional data in biomedical pattern classification.

23.2.4.1 Clustering

In [19], the authors compare two approaches for projecting multidimensional data onto a two-dimensional space: Principal Component Analysis (PCA) and random projection. They investigate which of these approaches best fits nearest neighbor classification when dealing with two types of high-dimensional data: images and micro arrays. The result of this investigation is that PCA is more effective for severe dimensionality reduction, while random projection is more suitable when keeping a high number of dimensions. By using one of the two approaches, the accuracy of the classifier is greatly improved. This shows that the use of PCA and random projection may lead to more efficient and more effective nearest neighbour classification. In [70], an interactive visualization tool for high-speed power system frequency data streams is presented. A k-median approach for clustering is used to identify anomaly events in the data streams. The objective of this work is to visualize the deluge of expected data streams for global situational awareness, as well as the ability to detect disruptive events and classify them. [2] discusses a interactive approach for nearest neighbor search in order to choose projections of the data in which the patterns of the data containing the query point are well distinguished from the entire data set. The repeated feedback of the user over multiple iterations is used to determine a set of neighbors that are statistically significant and meaningful.

23.2.4.2 Naïve Bayes Classification

Naïve Bayes classifiers are one of the most used data mining approaches for classification. By using Bayes’ rule, one can determine the posterior probability \( Pr(c|x) \) that an object \( x \) belongs to a category \( c \) in the following way:

\[
Pr(c|x) = \frac{Pr(x|c)Pr(c)}{Pr(x)}
\]  

(23.1)

where \( Pr(x|c) \) is the likelihood function, \( P(c) \) the prior probability of the category \( c \), and \( P(x) \) the probability of an object \( x \).

“Likelihood projections” is an approach that uses the likelihood function \( P(x|c) \) for nonlinear projections [76]. The coordinates of this “likelihood space” are the likelihood functions of the data for the various classes. In this new space, the Bayesian classifier between any two classes in the data space can be viewed as a simple linear discriminant of unit slope with respect to the axes representing the two classes. The key advantage of this space is that we are no longer restricted to considering only this linear discriminant. Classification can now be based on any suitable classifier that operates on the projected data. In [67], the likelihood space is used to classify speech audio.
FIGURE 23.4: Scatter plots. In the Iris Dataset, flowers are represented by four-dimensional vectors. In this figure, the matrix of scatterplots presents all the possible two-dimensional combinations of features. The shade of grey of each point represents the kind of Iris. Some combinations allow for a better separation between classes; nevertheless, even with this relatively few number of items, the problem of overlapping points is already visible.

The projection of the audio data results in the transformation of diffuse, nebulous classes in high-dimensional space into compact clusters in the low-dimensional space that can be easily separated by simple clustering mechanisms. In this space, decision boundaries for optimal classification can be more easily identified using simple clustering criteria.

In [21], a similar approach is used as a visualization tool to understand the relationships between categories of textual documents, and to help users to visually audit the classifier and identify suspicious training data. When plotted on the Cartesian plane according to this formulation, the documents that belong to one category have specific shifts along the x-axis and the y-axis. This approach is very useful to compare the effect of different probabilistic models like Bernoulli, multinomial, or Poisson. The same approach can be applied to the problem of parameters optimization for probabilistic text classifiers, as discussed in [62].
23.2.5 Topological Maps

Topological maps are a means to project an n-dimensional input data into a two-dimensional data by preserving some hidden structure or relation among data [48]. The automatic systems that make this projection can automatically form two- or three-dimensional maps of features that are present in sets of input signals. If these signals are related metrically in some structured way, the same structure will be reflected in the low dimensional space. In [63], the authors show how traditional distance-based approaches fail in high-dimensional spaces and propose a framework that supports topological analysis of high dimensional document point clouds. They describe a two-stage method for topology-based projections from the original high dimensional information space to both 2D and 3D visualizations.

23.2.5.1 Self-Organizing Maps

A Self-Organizing Map (SOM) is a kind of neural network that preserves the topological properties of the input space by means of a neighborhood function [49]. It consists of units arranged as a two-dimensional or hexagonal grid where each unit represents a vector in the data space. During the training process, vectors from the dataset are presented to the map in random order and the unit with the highest response to a chosen vector and its neighborhood are adapted in such a way as to make them more responsive to similar inputs. SOMs are very useful for visualizing multidimensional data and the relationships among the data on a two-dimensional space. For example, [59] presents a typical result from the application of self-organizing maps to the problem of text classification. The grid of units represents the document collection, each unit being a class. Once the network has been trained, the grid shows how the different classes are “similar” to each other in terms of the distance on the grid.

In Figure 23.5, the result of the training of an SOM on a dataset of wines is shown. Each wine, described by a vector of 13 features, has been projected on a 5 by 5 hexagonal grid. The shape of each point (triangle, circle, cross) represents the original category of the wine; the shade of grey of each activation unit is the predicted label. 7

Recently, SOMs have been used to study weather analysis and prediction. Since weather patterns have a geographic extent, weather stations that are geographically close to each other should reflect these patterns. In [28], data collected by weather stations in Brazil are analyzed to find weather patterns. Another important field of application of SOMs is DNA classification. In [58], the authors present an application of the hyperbolic SOM, a Self-Organizing Map that visualizes results on a hyperbolic surface. A hyperbolic SOM can perform visualization, classification, and clustering at the same time as a SOM; hyperbolic SOMs have the potential to achieve much better low-dimensional embeddings, since they offer more space due to the effect that in a hyperbolic plane the area of a circle grows asymptotically exponential with its radius. Moreover, it also incorporates links between neighboring branches which, in this particular research area, are very useful to study gene transfers in DNA.

23.2.5.2 Generative Topographic Mapping

Instead looking for spatial relations, like SOMs, one may think of correlations between the variables of the dataset. One way to capture this hidden structure is to model the distribution of the data in terms of hidden variables. An example of this approach is factor analysis, which is based on a linear transformation from data space to latent space. In [12], the authors extend this concept of a hidden variable framework into a Generative Topographic Mapping (GTM). The idea is very similar to the SOMs; however, the most significant difference between the GTM and SOM algorithms is that GTM defines an explicit probability density given by the mixture distribution of

7http://cran.r-project.org/web/packages/som/
variables. As a consequence, there is a well-defined objective function given by the log likelihood, and convergence to a local maximum of the objective function is guaranteed by the use of the Expectation Maximization algorithm.

In [4], GTM is to cluster motor unit action potentials for the analysis of the behavior of the neuromuscular system. The aim of the analysis is to reveal how many motor units are active during a muscle contraction. This work compares the strength and weaknesses of GTM and principal component analysis (PCA), an alternative multidimensional projection technique. The advantage of PCA is that the method allows the visualization of objects in a Euclidian space where the perception of distance is easy to understand. On the other hand, the main advantage of the GTM is that each unit may be considered as an individual cluster, and the access to these micro-clusters may be very useful for elimination or selection of wanted or unwanted information.

### 23.2.6 Trees

During the 1980s, the appeal of graphical user interfaces encouraged many developers to create node-link diagrams. By the early 1990s, several research groups developed innovative methods of tree browsing that offered different overview and browsing strategies. For a history of the development of visualization tools based on trees, refer to [73]. In this section, we present four variants of visualization of trees: decision trees, tree maps, hyperbolic trees, and phylogenetic trees.
23.2.6.1 Decision Trees

A decision tree, also known as a classification tree or regression tree, is a technique for partitioning data into homogeneous groups. It is constructed by iteratively partitioning the data into disjoint subsets, and one class is assigned to each leaf of the tree. One of the first methods for building decision trees was CHAID [42]. This method partitions the data into mutually exclusive, and exhaustive, subsets that best describe the dependent variables.

In Figure 23.6, an example of a decision tree is shown. The dataset contains information about cars taken from the April 1990 issue of Consumer Reports. Each node of the tree predicts the average car mileage given the price, the country, the reliability, and the car type. In this example, given the price and the type of the car, we are able to classify the car in different categories of gas consumption by following a path from the root to a leaf.

Decision tree visualization and exploration is important for two reasons: (i) it is crucial to be able to navigate through the decision tree to find nodes that need to be further partitioned; (ii) exploration of the decision tree aids the understanding of the tree and the data being classified. In [5], the authors present an approach to support interactive decision tree construction. They show a method for visualizing multi-dimensional data with a class label such that the degree of impurity of each node with respect to class membership can be easily perceived by users. In [55], a conceptual model of the visualization support to the data mining process is proposed, together with a novel visualization of the decision tree classification process, with the aim of exploring human pattern recognition ability and domain knowledge to facilitate the knowledge discovery process. PaintingClass is a dif-

---

9 http://cran.r-project.org/web/packages/rpart/
FIGURE 23.7 (See color insert.): Treemaps. This plot represents a dataset of 2010 about population size and gross national income for each country. The size of each node of the treemap is proportional to the size of the population, while the shade of blue of each box represents the gross national income of that country. The countries of a continent are grouped together into a rectangular area.

23.2.6.2 Treemap

The Treemap visualization technique [72] makes use of the area available on the display, mapping hierarchies onto a rectangular region in a space-filling manner. This efficient use of space allows large hierarchies to be displayed and facilitates the presentation of semantic information. Each node of a tree map has a weight that is used to determine the size of a nodes-bounding box. The weight may represent a single domain property, or a combination of domain properties. A node’s weight determines its display size and can be thought of as a measure of importance or degree of interest [39].

In Figure 23.7, a tree map shows the gross national income per country. Each box (the node of the tree) represents a country, and the size of the box is proportional to the size of the population of that country. The shade of grey of the box reflects the gross national income of the year 2010.10

10http://cran.r-project.org/web/packages/treemap/index.html
Treemaps can also be displayed in 3D [30]. For example, patent classification systems intellectually organize the huge number of patents into pre-defined technology classes. To visualize the distribution of one or more patent portfolios, an interactive 3D treemap can be generated, in which the third dimension represents the number of patents associated with a category.

### 23.2.6.3 Hyperbolic Tree

Hyperbolic geometry provides an elegant solution to the problem of providing a focus and context display for large hierarchies [51]. The hyperbolic plane has the room to lay out large hierarchies, with a context that includes as many nodes as are included by 3D approaches and with modest computational requirements. The root node is in the center with first-level nodes arranged around it in a circle or oval. Further levels are placed in larger concentric circles or ovals, thus preserving a two-dimensional planar approach. To ensure that the entire tree is visible, outer levels are shrunk according to a hyperbolic formula. In [36], hyperbolic trees are used for spam classification. The authors propose a Factors Hyperbolic Tree-based algorithm that, unlike the classical word and lexical matching algorithms, handles spam filtering in a dynamic environment by considering various relevant factors.

### 23.2.6.4 Phylogenetic Trees

Phylogenetic trees are an alternative approach for the construction of object maps targeted at reflecting similarity relationships [17]. By means of a distance matrix, the aim is inferring ancestors for a group of objects and reconstructing the evolutionary history of each object. The main advantages of the approach are improved exploration and more clear visualization of similarity relationships, since it is possible to build ancestry relationships from higher to lower content correlation. In [64], the authors present a phylogenetic tree to support image and text classification. They discuss some challenges and advantages for using this type of visualization. A set of visualization tools for visual mining of images and text is made possible by the properties offered by these trees, complemented by the possibilities offered by multidimensional projections.

### 23.3 Systems

One of the most important characteristics of a visual classification system is that users should gain insights about the data [15]. For example, how much the data within each class varies, which classes are close to or distinct from each other, seeing which features in the data play an important role to discriminate one class from another, and so on. In addition, the analysis of misclassified data should provide a better understanding of which type of classes are difficult to classify. Such insight can then be fed back to the classification process in both the training and the test phases.

In this section, we present a short but meaningful list of visual classification systems that have been published in the last five years and that fulfill most of the previous characteristics. The aim of this list is to address how visual classification systems support automated classification for real-world problems.

#### 23.3.1 EnsembleMatrix and ManiMatrix

EnsembleMatrix and ManiMatrix are two interactive visualization systems that allow users to browse and learn properties of classifiers by comparison and contrast and build ensemble classification systems. These systems are specifically designed for Human and Computer Interaction...
researchers who could benefit greatly from the ability to express user preferences about how a classifier should work.

EnsembleMatrix [77] allows users to create an ensemble classification system by discovering appropriate combination strategies. This system supplies a visual summary that spans multiple classifiers and helps users understand the models’ various complimentary properties. EnsembleMatrix provides two basic mechanisms to explore combinations of classifiers: (i) partitioning, which divides the class space into multiple partitions; (ii) arbitrary linear combinations of the classifiers for each of these partitions.

The ManiMatrix (Manipulable Matrix) system is an interactive system that enables researchers to intuitively refine the behavior of classification systems [41]. ManiMatrix focuses on the manual refinement on sets of thresholds that are used to translate the probabilistic output of classifiers into classification decisions. By appropriately setting such parameters as the costs of misclassification of items, it is possible to modify the behavior of the algorithm such that it is best aligned with the desired performance of the system. ManiMatrix enables its users to directly interact with a confusion matrix and to view the implications of incremental changes to the matrix via a realtime interactive cycle of reclassification and visualization.

23.3.2 Systematic Mapping

Systematic mapping provides mechanisms to identify and aggregate research evidence and knowledge about when, how, and in what context technologies, processes, methods or tools are more appropriate for software engineering practices. [27] proposes an approach, named Systematic Mapping, based on Visual Text Mining (SM-VTM), that applies VTM to support the categorization and classification in the systematic mapping.

The authors present two different views for systematic mapping: cluster view and chronological view. Users can explore these views and interact with them, getting information to build other visual representations of a systematic map. A case study shows that there is a significant reduction of effort and time in order to conduct text categorization and classification activities in systematic mapping if compared with manual conduction. With this approach, it is possible to achieve similar results to a completely manual approach without the need of reading the documents of the collection.

23.3.3 iVisClassifier

The iVisClassifier system [15] allows users to explore and classify data based on Linear Discriminant Analysis (LDA), a supervised reduction method. Given a high-dimensional dataset with cluster labels, LDA projects the points onto a reduced dimensional representation. This low dimensional space provides a visual overview of the cluster’s structure. LDA enables users to understand each of the reduced dimensions and how they influence the data by reconstructing the basis vector into the original data domain.

In particular, iVisClassifier interacts with all the reduced dimensions obtained by LDA through parallel coordinates and a scatter plot. By using heat maps, iVisClassifier gives an overview about clusters’ relationships both in the original space and in the reduced dimensional space. A case study of facial recognition shows that iVisClassifier facilitates the interpretability of the computational model. The experiments showed that iVisClassifier can efficiently support a user-driven classification process by reducing human search space, e.g., recomputing LDA with a user-selected subset of data and mutual filtering in parallel coordinates and the scatter plot.
23.3.4 ParallelTopics

When analyzing large text corpora, questions pertaining to the relationships between topics and documents are difficult to answer with existing visualization tools. For example, what are the characteristics of the documents based on their topical distribution? and what documents contain multiple topics at once? ParallelTopics [23] is a visual analytics system that integrates interactive visualization with probabilistic topic models for the analysis of document collections. ParallelTopics makes use of the Parallel Coordinate metaphor to present the probabilistic distribution of a document across topics. This representation can show how many topics a document is related to and also the importance of each topic to the document of interest. ParallelTopics also supports other tasks, which are also essential to understanding a document collection, such as summarizing the document collection into major topics, and presenting how the topics evolve over time.

23.3.5 VisBricks

The VisBricks visualization approach provides a new visual representation in the form of a highly configurable framework that is able to incorporate any existing visualization as a building block [54]. This method carries forward the idea of breaking up the inhomogeneous data into groups to form more homogeneous subsets, which can be visualized independently and thus differently.

The visualization technique embedded in each block can be tailored to different analysis tasks. This flexible representation supports many explorative and comparative tasks. In VisBricks, there are two level of analysis: the total impression of all VisBricks together gives a comprehensive high-level overview of the different groups of data, while each VisBrick independently shows the details of the group of data it represents.

23.3.6 WHIDE

The Web-based Hyperbolic Image Data Explorer (WHIDE) system is a Web visual data mining tool for the analysis of multivariate bioimages [50]. This kind of analysis spans the analysis of the space of the molecule (i.e., sample morphology) and molecular colocation or interaction. WHIDE utilizes hierarchical hyperbolic self-organizing maps (H2SOM), a variant of the SOM, in combination with Web browser technology.

WHIDE has been applied to a set of bio-images recorded to show field of view in tissue sections from a colon cancer study, to compare tissue from normal colon with tissue classified as tumor. The result of the use of WHIDE in this particular context has shown that this system efficiently reduces the complexity of the data by mapping each of the pixels to a cluster, and provides a structural basis for a sophisticated multimodal visualization, which combines topology preserving pseudo-coloring with information visualization.

23.3.7 Text Document Retrieval

In [32], the authors describe a system for the interactive creation of binary classifiers to separate a dataset of text document into relevant and non-relevant documents for improving information retrieval tasks. The problem they present is twofold: on the one hand, supervised machine learning algorithms rely on labeled data, which can be provided by domain experts; on the other hand, the optimization of the algorithms can be done by researchers. However, it is hard to find experts both in the domain of interest and in machine learning algorithms.

Therefore, the authors compare three approaches for interactive classifier training. These approaches incorporate active learning to various degrees in order to reduce the labeling effort as well as to increase effectiveness. Interactive visualization is then used for letting users explore the status
of the classifier in the context of the labeled documents, as well as for judging the quality of the classifier in iterative feedback loops.

### 23.4 Summary and Conclusions

The exploration of large data sets is an important problem that has many complications. By means of visualization techniques, researchers can focus and analyze patterns of data from datasets that are too complex to be handled by automated data analysis methods. Interactive visual classification has powerful implications in leveraging the intuitive abilities of the human for this kind of data mining task. This may lead to solutions that can model classification problems in a more intuitive and unrestricted way.

The “Big Data Era” poses new challenges for visual classification since visual solutions will need to scale in size, dimensionality, data types, and levels of quality. The relevant data patterns and relationships will need to be visualized on different levels of detail, and with appropriate levels of data and visual abstraction.

The integration of visualization techniques with machine learning techniques is one of the many possible research paths in the future. This is confirmed by a recent workshop named “Information Visualization, Visual Data Mining and Machine Learning” [47], the aim of which was to tighten the links between the two communities in order to explore how each field can benefit from the other and how to go beyond current hybridization successes.
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24.1 Introduction

The evaluation of the quality of the classification model significantly depends on the eventual utility of the classifier. In this chapter we provide a comprehensive treatment of various classification evaluation techniques, and more importantly, provide recommendations on when to use a particular technique to maximize the utility of the classification model.

First we discuss some general validation schemes for evaluating classification models. Given a dataset and a classification model, we describe how to set up the data to use it effectively for training
and then validation or testing. Different schemes are studied, among which are cross validation schemes and bootstrap models. Our aim is to elucidate how choice of a scheme should take into account the bias, variance, and time complexity of the model.

Once the train and test datasets are available, the classifier model can be constructed and the test instances can be classified to solve the underlying problem. In Section 24.3 we list evaluation measures to evaluate this process. The most important evaluation measures are related to accuracy; these measures evaluate how well the classifier is able to recover the true class of the instances. We distinguish between discrete classifiers, where the classifier returns a class, and probabilistic classifiers, where the probability is that the instance belongs to the class. In the first case, typical evaluation measures like accuracy, recall, precision, and others are discussed, and guidelines on which measure to use in which cases are given. For probabilistic classifiers we focus on ROC curve analysis and its extension for multi-class problems. We also look into evaluation measures that are not related to accuracy, such as time complexity, storage requirements, and some special cases.

We conclude this chapter in Section 24.4 with statistical tests for comparing classifiers. After the evaluation measures are calculated for each classifier and each dataset, the question arises which classifiers are better. We emphasize the importance of using statistical tests to compare classifiers, as too often authors posit that their new classifiers are better than others based on average performances only. However, it might happen that one classifier has a better average performance but that it only outperforms the other classifiers for a few datasets. We discuss parametric statistical tests briefly, as mostly the assumptions for parametric tests are not satisfied. Next, we rigorously describe non-parametric statistical tests and give recommendations for using them correctly.

24.2 Validation Schemes

In this section we discuss how we can assess the performance of a classifier for a given data set. A classifier typically needs data (called train data) to build its model on. For instance, the nodes and thresholds in decision trees are determined using train data, or support vector machines use the train data to find support vectors. In order to evaluate the classifier built on the train data, other data, called test data, is needed. The classifier labels each example in the test data and this classification can then be evaluated using evaluation measures.

The oldest validation methods used the entire data set both for training and testing. Obviously the resulting performance will be too optimistic [35], as the classes of the instances are known in the model.

A more reasonable way to evaluate a classification method on a data set is hold-out evaluation [6], which splits the data into two parts. The train part is usually bigger than the test part; typically the training part doubles the size of the testing part. Although this design is simple and easy to use, it has some disadvantages, the main one being that the data is not fully explored, that is, the evaluation is only carried out on a small fraction of the data. Moreover, it can happen that the instances included in the testing part are too easy or too difficult to classify, resulting in a misleading high or low performance. Another problem that might occur is that instances essential to building the model are not included in the training set. This problem can be partially alleviated by running the hold-out evaluation several times, but still it might happen that some essential instances are never included in the training part or that instances difficult to classify are never evaluated in the testing part.

In order to deal with this problem, a more systematic approach, to repeat the hold-out evaluation, was developed. The widely used evaluation design called \( K \)-fold Cross Validation (\( K \)-CV, [51]), splits the data into \( K \) equal parts, and each of these parts is classified by a model built on the
remaining $K - 1$ parts. The main advantage of this technique is that each data point is evaluated exactly once.

The choice of $K$ is a trade-off between bias and variance [30]. For low values of $K$, the sizes of the training sets in the $K$-CV procedure are smaller, and the classifications are more biased depending on how the performance of the classifier changes with the instances included in the train set and with sample size. For instance, when $K = 2$, the two training sets are completely different and only cover one half of the original data, so the quality of the predictions can differ drastically for the two train sets. When $K = 5$, all train sets have 60 percent of the data in common, so the bias will be lower. For high values of $K$, the procedure becomes more variable due to the stronger dependence on the training data, as all training sets are very similar to one another.

Typical good values for $K$ are 5 or 10. Another widely used related procedure is $5 \times 2$ CV [8], in which the 2-CV procedure is repeated five times. When $K$ equals the data size, $K$-CV is referred to as Leave-One-Out-CV (LOOCV, [51]). In this case, each instance is classified by building a model on all remaining instances and applying the resulting model on the instance. Generalized-CV (GCV) is a simplified version of LOOCV that is less computationally expensive.

Other than splitting the data in $K$ folds, one can also consider all subsets of a given size $P$, which is referred to as leave-$P$-out-CV or also delete-$P$-CV [3]. The advantage of this method is that many more combinations of training instances are used, but this method comes with a high computational cost.

Another type of methods that use more combinations of training instances are repeated learning-testing methods, also called Monte-Carlo-CV (MCCV, [54]) methods. They randomly select a fraction of the data as train data and use the remaining data as test data, and repeat this process multiple times.

Bootstrap validation models build the classification model on several training sets that are drawn from the original data with resampling and then apply this model to the original data. As each bootstrap sample has observations in common with the original training sample that is used as the test set, a factor 0.632 is applied to correct the optimistic resulting performance. For this reason, the method is also referred to as 0.632-bootstrap [13].

We note that when using CV methods, stratification of the data is an important aspect. One should make sure that the data is divided such that the class distribution of the whole data set is also reflected in the separate folds. Otherwise, a so-called data shift [39] can occur. This is especially important when working with imbalanced problems. The easiest way is to split each class in $K$ parts and to assign a part to each fold. A more involved approach described in [7] attempts to direct similar instances to different folds. This so-called Unsupervised-CV (UCV) method is deterministic, that is, each run will return the same results.

A data shift cannot only occur in the class distribution, one should also be aware that the input features follow the same distribution to prevent a covariate data shift [39, 40, 49]. One solution is to use Distribution-Balanced-Stratified-CV (DB-SCV, [56]), which divides nearby instances to different folds. An improved solution is Distribution-Optimally-Balanced-Stratified-CV (DOB-CV, [49]).

We conclude this section with recommendations on the use of validation schemes. When choosing a validation scheme, three aspects should be kept in mind: variance, bias, and computational cost. In most situations, $K$-CV schemes can be used safely. The choice of $K$ depends on the goal of the evaluation. For model selection, low variance is important, so a LOOCV scheme can be used. To assess the quality of a classifier, the bias is more important, so $K = 5$ or $K = 10$ is a good choice. For imbalanced datasets or small datasets, $K = 5$ is often recommended. $K$-CV schemes with higher $K$ values are computationally more expensive, especially LOOCV, which is mostly too complex to use for large datasets. The advantage of MCCV over $K$-CV is that more combinations of instances are used, but of course this comes with a high computational cost. For small datasets, 0.632-bootstrap is highly recommended.
24.3 Evaluation Measures

Once a validation scheme is chosen, the classifier can build its model on the training data and classify the test instances based on this model. Afterwards, evaluation measures are needed to describe how well this classification is done. We first discuss accuracy related measures that describe how similar the predicted classes of the test instances are to the real classes. Next, we consider additional measures that are needed for a good evaluation of the classifier.

24.3.1 Accuracy Related Measures

In this section we study how we can assess the quality of a given classifier based on a list of the real classes of instances and the predicted classes.

In the following we first consider discrete classifiers, for instance, K Nearest Neighbors, which return an actual class for each instance. The second type of classifiers, for instance Bayesian classifiers, are so-called probabilistic classifiers. Instead of returning a class they return the probability that they belong to a certain class. Both types of classifiers require different evaluation measures.

24.3.1.1 Discrete Classifiers

We consider a finite set $X = \{x_1, \ldots, x_n\}$ of $n$ instances, and for each instance $x \in X$ we know its real class $r(x)$ and the classification $c(x)$ returned by the classifier $c$. As $c$ is a discrete classifier, $c(x)$ takes values in the same set $C = c_1, \ldots, c_k$ of classes as the real classes $r(x)$. An example of a multi-class classification problem is given in Table 24.1 and an example of a binary classification problem is shown in Table 24.2. Note that we use the capitals $P$ and $N$ for the binary classification problems, referring to the positive and negative class, respectively, which is common use in binary classification problems.

A tool that is very useful when evaluating a discrete classifier is the so-called confusion matrix $M$. The dimension of the squared matrix $M$ is the number of classes, and the entry $M_{ij}$ denotes how many times an instance with real class $c_i$ was classified as $c_j$. The confusion matrix corresponding to the example in Table 24.1 (respectively, Table 24.2) is given in Table 24.3 (respectively, Table 24.4). In the binary case, we denote by True Positives (TP) and True Negatives (TN) the number of correctly classified positive and negative instances, respectively. False Negatives (FN) stands for the number of instances that are predicted negative but that are actually positive, while the False Positives (FP) are the number of instances that are falsely classified to the positive class.
**TABLE 24.2:** Example of a Discrete Classifier $c$ for a Binary Classification Problem.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$r(x)$</th>
<th>$c(x)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$x_1$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
<tr>
<td>$x_2$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
<tr>
<td>$x_3$</td>
<td>$N$</td>
<td>$P$</td>
</tr>
<tr>
<td>$x_4$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
<tr>
<td>$x_5$</td>
<td>$N$</td>
<td>$N$</td>
</tr>
<tr>
<td>$x_6$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
<tr>
<td>$x_7$</td>
<td>$P$</td>
<td>$N$</td>
</tr>
<tr>
<td>$x_8$</td>
<td>$N$</td>
<td>$N$</td>
</tr>
<tr>
<td>$x_9$</td>
<td>$P$</td>
<td>$P$</td>
</tr>
<tr>
<td>$x_{10}$</td>
<td>$N$</td>
<td>$P$</td>
</tr>
</tbody>
</table>

**Note:** In the second column, the real class $r(x)$ of the instance $x$ in the first column is given, while $c(x)$ in the third column denotes the class returned by $c$ for $x$.

Based on the confusion matrix, many metrics can be defined. The most well-known one is classification accuracy, denoted by $\text{acc}$ here. It is defined as the ratio of correctly classified instances, which can also be expressed as the sum of the diagonal elements in the confusion matrix:

$$\text{acc}(c) = \sum_{i=1}^{k} M_{ii}. \tag{24.1}$$

It is a general measure that gives an idea of the overall performance of the classifier, in the example in Table 24.1, $\text{acc}(c) = 0.5$, while for the classifier in the example in Table 24.2, $\text{acc}(c) = 0.7$.

Other well-known evaluation metrics are only defined for binary classifiers. For instance, the recall (also referred to as true positive rate or sensitivity) is the true positives compared to the number of truly positive instances:

$$\text{recall}(c) = \frac{TP}{TP + FN}. \tag{24.2}$$

The precision is the true positives compared to the number of instances predicted positive:

$$\text{precision}(c) = \frac{TP}{TP + FP}. \tag{24.3}$$

Another metric is the specificity (also called true negative rate), defined as the number of correctly classified negative instances divided by the number of truly negative instances:

$$\text{specificity}(c) = \frac{TN}{TN + FP}. \tag{24.4}$$

Finally, the false alarm (written as $\text{falarm}$ here, also known as the false positive rate) is the false positives compared to the number of negative instances:

$$\text{falarm}(c) = \frac{FP}{TN + FP}. \tag{24.5}$$

In the example in Table 24.2, $\text{recall}(c) = 0.83$, $\text{precision}(c) = 0.71$, $\text{specificity}(c) = 0.5$, and $\text{falarm}(c) = 0.5$.

Based on precision and recall, the F-measure ($F_1$-score) can be used, which is the harmonic mean of precision and recall:

$$F_1(c) = \frac{2 \cdot \text{precision} \cdot \text{recall}}{\text{precision} + \text{recall}}. \tag{24.6}$$
TABLE 24.3: Confusion Matrix Corresponding to the Classifier Represented in Table 24.1

<table>
<thead>
<tr>
<th></th>
<th>A</th>
<th>B</th>
<th>C</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>B</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>C</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

TABLE 24.4: Confusion Matrix Corresponding to the Classifier Represented in Table 24.2

<table>
<thead>
<tr>
<th>P</th>
<th>N</th>
</tr>
</thead>
<tbody>
<tr>
<td>P</td>
<td>5 (TP)</td>
</tr>
<tr>
<td>N</td>
<td>2 (FP)</td>
</tr>
</tbody>
</table>

and is some weighted average of precision and recall. It is a generalisation of the $F_\beta$ measure, defined as:

$$F_\beta(c) = \frac{(1 + \beta^2) \text{precision} \times \text{recall}}{\beta^2 \text{precision} + \text{recall}}$$

(24.7)

The higher $\beta$, the more emphasis is put on recall, the lower $\beta$, the more influence precision has. For instance, in the example in Table 24.2, it holds that $F_1(c) = 0.77$, while $F_2(c) = 0.80$, which is closer to the recall, and $F_{0.5}(c) = 0.76$, which is closer to the precision.

All metrics above are defined for binary classification problems, but they can easily be used for multi-class problems. A common practice is to calculate the measure for each class separately and then to average the metrics over all classes (one vs. all). In the case of the three-class classification problem in Table 24.1, it means that first the binary classification problem that has A as first class and B or C as second class is considered, and that the corresponding metric is calculated. This is repeated for class B vs. class A and C and for class C vs. class A and B. At the end, the three measures are averaged. For example, in the example in Table 24.1, the recall is $\text{recall}(c) = 0.5 + 0.2 + 1.3 = 0.57$.

Another metric that can handle multi-class problems is Cohen’s kappa [1], which is an agreement measure that compensates for classifications that may be due to chance, defined as follows:

$$\kappa(c) = \frac{n \sum_{i=1}^{k} M_{ii} - \sum_{i=1}^{k} M_{i}M_{i}}{n^2 - \sum_{i=1}^{k} M_{i}M_{i}}$$

(24.8)

where $M_{i}$ is the sum of the elements in the $i^{th}$ column of $M$ and $M_{i}$, the sum of the elements in the $i^{th}$ row of $M$.

There is no simple answer to the question of which evaluation metric to use, and in general there is no classifier that is optimal for each evaluation metric. When evaluating general classification problems, the accuracy is mostly sufficient, together with an analysis of Cohen’s kappa. Of course, when problems are imbalanced, one should also take into account the F-measures to check if there is a good balance between recall and precision. When considering real-world problems, one should be careful when selecting appropriate evaluation metrics. For instance, when there is a high cost related to classifying instances to the negative class, a high false alarm is problematic. When it is more important not to oversee instances that are actually positive, a high recall is important. In some cases it is recommended to use multiple evaluation metrics, and a balance between them should be aimed for.

24.3.1.2 Probabilistic Classifiers

In this section we consider probabilistic classifiers, that is, classifiers for which the outcome is not a class, but for each class a probability that the instance belongs to it. An example is provided
FIGURE 24.1: ROC-space with two classifiers $c$ and $d$. The arrow indicates the direction of overall improvement of classifiers.

in Table 24.5. These probabilities are generated by the classifiers themselves, and contain more information than discrete classifiers. As such, there would be a loss of information if one would ignore the probabilities and discretize the probabilities to obtain a discrete classifier.

We first discuss binary classification problems. The most important evaluation metrics for probabilistic classifiers are related to Receiver Operating Characteristics (ROC, [38]) analysis. These techniques place classifiers in the ROC space, which is a two-dimensional space with the false positive rate on the horizontal axis and the true positive rate on the vertical axis (Figure 24.1). A point with coordinates $(x, y)$ in the ROC space represents a classifier with false positive rate $x$ and true positive rate $y$. Some special points are $(1, 0)$, which is the worst possible classifier, and $(0, 1)$, which is a perfect classifier. A classifier is better than another one if it is situated north-west of it in the ROC space. For instance, in Figure 24.1, classifier $c$ is better than classifier $d$ as it has a lower false positive rate and a higher true positive rate.

Probabilistic classifiers need a threshold to make a final decision for each class. For each possible threshold, a different discrete classifier is obtained, with a different TP rate and FP rate. By considering all possible thresholds, putting their corresponding classifiers in the ROC space, and drawing a line through them, a so-called ROC curve is obtained. In Figure 24.2, an example of such a stepwise function is given. In this simple example, the curve is constructed by considering all probabilities as thresholds, calculating the corresponding TP rate and FP rate and putting them in the plot. However, when a large dataset needs to be evaluated, more efficient algorithms are required. In that case, Algorithm 24.1 can be used, which only requires $O(n \log n)$ operations. It makes use of the observation that instances classified positive for a certain threshold will also be classified for all lower thresholds. The algorithm sorts the instances decreasing with reference to the outputs $p(x)$ of the classifier, and processes each instance at the time to calculate the corresponding TP rate and FP rate.

ROC curves are a great tool to visualize and analyze the performance of classifiers. The most important advantage is that they are independent of the class distribution, which makes them interesting to evaluate imbalanced problems. In order to compare two probabilistic classifiers with each
FIGURE 24.2: ROC-curve corresponding to the classifier in Table 24.5.

Algorithm 24.1 Efficient generation of ROC-curve points.

INPUT: $n$ instances $X = \{x_1, \ldots, x_n\}$ estimated probabilities returned by the classifier $\{p(x_1), \ldots, p(x_n)\}$, true classes $\{r(x_1), \ldots, r(x_n)\}$, number of positive instances $n_P$ and number of negative instances $n_N$.

$X_{sorted} \leftarrow X$ sorted decreasing by $p(x)$ scores

$FP \leftarrow 0$, $TP \leftarrow 0$

$R = \langle \rangle$

$P_{prev} \leftarrow -\infty$

$i \leftarrow 1$

while $i \leq |X_{sorted}|$ do

if $p(x_i) \neq P_{prev}$ then

push $(FP/n_N, TP/n_P)$ onto $R$

$P_{prev} \leftarrow p_{x_i}$

end if

if $r(X_{sorted}[i]) = P$ then

$TP \leftarrow TP + 1$

else

$FP \leftarrow FP + 1$

end if

$i \leftarrow i + 1$

end while

push $(1, 1)$ onto $R$

OUTPUT: $R$, ROC points by increasing FP rate.
FIGURE 24.3: Comparing classifiers using ROC-curves.

other, the two ROC curves can be plotted on the same ROC space, as illustrated in Figure 24.3. On the left-hand-side, it is easy to see that classifier $A$ outperforms $B$, as its ROC-curve is north-west of the ROC-curve of $B$. This means that for each threshold, the TP rate of $A$ is higher than the TP rate of $B$, and that the FP rate of $B$ is higher for each threshold. On the right-hand-side, the situation is less obvious and it is hard to say if $C$ is better than $D$ or the other way around. However, some interesting information can be extracted from the graph, that is, we can conclude that $C$ is more precise than $D$ for high thresholds, which means that it is the best choice if not many false positives are allowed. $D$ on the other hand is more appropriate when a high sensitivity is required.

Although this visualization is a handy tool that is frequently used, many researchers prefer a single value to assess the performance of a classifier. The Area-Under the Curve (AUC) is a measure that is often used to that goal. It is the surface between the ROC curve and the horizontal axis, and is a good measure to reflect the quality, as ROC curves that are more to the north west are better and have a bigger surface. AUC values are often used as a single evaluation metric in imbalanced classification problems. In real-world problems, however, one should keep in mind that ROC curves reveal much more information than the single AUC value.

An important point when evaluating classifiers using ROC curves is that they do not measure the absolute performance of the classifier but the relative ranking of the probabilities. For instance, when the probabilities of a classifier are all higher than 0.5 and the threshold is also 0.5, no instance will be classified as negative. However, when all probabilities of the positive instances are higher than the probabilities of the negative instances, the classifier will have a perfect ROC curve and the AUC will be 1. This example shows that determining an appropriate threshold for the final classifier should be done appropriately.

When evaluating probabilistic classifiers for multi-class problems [38], a straightforward option is to decompose the multi-class problems to multiple two-class problems and to carry out the ROC analysis for each two-class problem. Understanding and interpreting these multiple visualizations is challenging, therefore specific techniques for multi-class ROC analysis were developed.

The first approach is discussed in [41], where ROC analysis is extended for three-class classification problems. Instead of an ROC curve, an ROC surface is plotted, and the Volume Under the Surface (VUS) is calculated analogously to the AUC. ROC surfaces can be used to compare classifiers on three-class classification problems by analyzing the maximum information gain on each of them.

ROC analysis for multi-class problems gains more and more attention. In [10], the multi-class problem is decomposed in partial two-class problems, where each problem retains labels of the in-
TABLE 24.5: Example of a Probabilistic Classifier.

<table>
<thead>
<tr>
<th>(x_i)</th>
<th>(p(x))</th>
<th>(r(x))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.27</td>
<td>P</td>
</tr>
<tr>
<td>2</td>
<td>0.12</td>
<td>N</td>
</tr>
<tr>
<td>3</td>
<td>0.67</td>
<td>N</td>
</tr>
<tr>
<td>4</td>
<td>0.66</td>
<td>P</td>
</tr>
<tr>
<td>5</td>
<td>0.73</td>
<td>N</td>
</tr>
<tr>
<td>6</td>
<td>0.08</td>
<td>N</td>
</tr>
<tr>
<td>7</td>
<td>0.94</td>
<td>P</td>
</tr>
<tr>
<td>8</td>
<td>0.51</td>
<td>P</td>
</tr>
<tr>
<td>9</td>
<td>0.49</td>
<td>N</td>
</tr>
<tr>
<td>10</td>
<td>0.94</td>
<td>P</td>
</tr>
</tbody>
</table>

Note: In column \(p(x)\) the probability that the instance belongs to the positive class is given, \(r(x)\) denotes the real class.

stances in one specific class, and the instances in the remaining classes get another label. The AUC’s are calculated for each partial problem and the final AUC is obtained by computing the weighted average of the AUC’s, where the weight is determined based on the frequency of the corresponding class in the data. Another generalization is given in [19], where the AUC’s of all combinations of two different classes are computed, and the sum of these intermediate AUCs is divided by the number of all possible misclassifications. The advantage of this approach over the previous one is that this approach is less sensitive to class distributions. In [14], the extension from ROC curve to ROC surface is further extended to ROC hyperpolyhedrons, which are multi-dimensional geometric objects. The volume of these geometric objects is the analogue of the VUS or AUC. A more recent approach can be found in [20], where a graphical visualization of the performance is developed.

To conclude, we note that computational cost is an important issue for multi-class ROC analysis; mostly all pairs of classes need to be considered. Many researchers [31–34] are working on faster approaches to circumvent this problem.

24.3.2 Additional Measures

When evaluating a classifier, one should not only take into account accuracy related measures but also look into other aspects of the classifier. One very important feature of classifiers is time complexity. There are two time measurements. The first one is the time needed to build the model on the training data, the second measures the time needed to classify the test instances based on this model. For some applications it is very important that the time to classify an instance is negligible and meanwhile building the model can be done offline and can take longer. Running time is extremely important when working with big data.

Time complexity can be measured theoretically, but it is good to have an additional practical evaluation of time complexity, where the time is measured during the training and testing phases.

Another important measure is storage requirements of the model. Of course, the initial model is built on the entire data, but after this training phase, the model can be stored elsewhere and the data points are no longer needed. For instance, when using a classification tree, only the tree itself needs to be stored. On the other hand, when using K Nearest Neighbors, the entire dataset needs to be stored and storage requirements are high.

When using active learning algorithms, an additional metric that measures the number of required labels in the train data is needed. This measure is correlated with the time needed to build the model.
24.4 Comparing Classifiers

When evaluating a new classifier, it is important to compare it to the state of the art. Deciding if your new algorithm is better than existing ones is not a trivial task. On average, your algorithm might be better than others. However, it may also happen that your new algorithm is only better for some examples. In general, there is no algorithm that is the best in all situations, as suggested by the no free lunch theorem [53].

For these and other reasons, it is crucial to use appropriate statistical tests to verify that your new classifier is indeed outperforming the state of the art. In this section, we give an overview of the most important statistical tests that can be used and summarize existing guidelines to help researchers to compare classifiers correctly.

A major distinction between different statistical tests is whether they are parametric [48] or non-parametric [5, 18, 37, 48]. All considered statistical tests, both parametric and non-parametric, assume independent instances. Parametric tests, in contrast to non-parametric tests, are based on an underlying parametric distribution of the (transformed) results of the considered evaluation measure. In order to use parametric statistical tests meaningfully, these distributional assumptions on the observations must be fulfilled. In most comparisons, not all these assumptions for parametric statistical tests are fulfilled or too few instances are available to check the validity of these assumptions. In those cases, it is recommended to use non-parametric statistical tests, which only require independent observations. Non-parametric statistical tests can also be used for data that do fulfill the conditions for parametric statistical tests, but it is important to note that in that case, the non-parametric tests have in general lower power than the parametric tests. Therefore, it is worthwhile to first check if the assumptions for parametric statistical tests are reasonable before carrying out any statistical test.

Depending on the setting, pairwise or multiple comparison tests should be performed. A pairwise test aims to detect a significant difference between two classifiers, while a multiple comparison test aims to detect significant differences between multiple classifiers. We consider two types of multiple comparison tests; in situations where one classifier needs to be compared against all other classifiers, we speak about a multiple comparison test with a control method. In the other case, we want to compare all classifiers with all others and hence we want to detect all pairwise differences between classifiers.

All statistical tests, both parametric and non-parametric, follow the same pattern. They assume a null hypothesis, stating that there is no difference between the classifiers' performance, e.g., expressed by the mean or median difference in performance. Before the test is carried out, a significance level is fixed, which is an upper bound for the probability of falsely rejecting the null hypothesis. The statistical test can reject the null-hypothesis at this significance level, which means that with high confidence at least one of the classifiers significantly outperforms the others, or not reject it at this significance level, which means that there is no strong or sufficient evidence to believe that one classifier is better than the others. In the latter case, it is not guaranteed that there are no differences between the classifiers; the only conclusion then is that the test cannot find significant differences at this significance level. This might be because there are indeed no differences in performance, or because the power (the probability of correctly rejecting the null hypothesis) of the test is too low, caused by an insufficient amount of datasets. The decision to reject the null hypothesis is based on whether the observed test statistic is bigger than some critical value, or equivalently, whether the corresponding p-value is smaller than the prespecified significance level. Recall that the p-value returned by a statistical test is the probability that a more extreme observation than the observed one, given the null hypothesis, is true.

In the remainder of this section, the number of classifiers is denoted by \( k \), the number of cases
(also referred to as instances, datasets, or examples) by \( n \), and the significance level by \( \alpha \). The calculated evaluation measure of case \( i \) based on classifier \( j \) is denoted \( Y_{ij} \).

24.4.1 Parametric Statistical Comparisons

In this section, we first consider a parametric test for a pairwise comparison and next consider a multiple comparison procedure with a discussion on different appropriate post-hoc procedures, taking into account the multiple testing issue.

24.4.1.1 Pairwise Comparisons

In parametric statistical testing, the paired t-test is used to compare the performance of two classifiers (\( k = 2 \)). The null hypothesis is that the mean performance of both classifiers is the same and one aims to detect a difference in means. The null hypothesis will be rejected if the mean performances are sufficiently different from one another. To be more specific, the sample mean of the differences in performance \( \bar{D} = \frac{1}{n} \sum_{i=1}^{n} (Y_{i1} - Y_{i2}) / n \) of the two classifiers is calculated and then a one-sample t-test is performed to test if \( \bar{D} \) significantly differs from zero. The test statistic is given by the studentized sample mean \( \bar{D} / (S / \sqrt{n}) \) where \( S \) is the standard deviation of the differences. Assuming the differences are normally distributed, the test statistic \( T \) follows a t-distribution with \( n - 1 \) degrees of freedom. The null hypothesis is rejected if \( |T| > t_{n-1,\alpha/2} \) where \( t_{n-1,\alpha/2} \) is the \( 1 - \alpha/2 \) percentile of a \( t_{n-1} \)-distribution.

To check whether the normality assumption is plausible, visual tools like histograms and preferably QQ-plots can be used. Alternatively, one can use a normality test. Three popular normality tests, which all aim to detect certain deviations from normality, are (i) the Kolmogorov-Smirnov test, (ii) the Shapiro-Wilk test, and (iii) the D’Agostino-Pearson test [4].

24.4.1.2 Multiple Comparisons

When comparing more than two classifiers (\( k > 2 \)), the paired t-test can be generalized to the within-subjects ANalysis Of VAriance (ANOVA, [48]) statistical test. The null hypothesis is that the mean performance of all \( k \) classifiers is the same and one aims to detect a deviation from this. The null hypothesis will be rejected if the mean performances of at least two classifiers are sufficiently different from one another in the sense that the mean between-classifier variability (systematic variability) sufficiently exceeds the mean residual variability (error variability). For this purpose, define \( \bar{Y}_{i} = \frac{1}{k} \sum_{j=1}^{k} Y_{ij} / nk \), \( \bar{Y}_{j} = \frac{1}{n} \sum_{i=1}^{n} Y_{ij} / k \) and \( \bar{Y}_{i,j} = \frac{1}{n} \sum_{i=1}^{n} Y_{ij} / n \). The mean between-classifier variability \( MS_{BC} = n \sum_{i=1}^{k} (\bar{Y}_{i} - \bar{Y}_{.})^2 / (k - 1) \) measures the mean squared deviations of the mean performance of the classifiers to the overall mean performance. The mean residual variability \( MS_{res} = \sum_{j=1}^{k} \sum_{i=1}^{n} \{(Y_{ij} - \bar{Y}_{i} - \bar{Y}_{.}) - (\bar{Y}_{i,j} - \bar{Y}_{..}) \}^2 / (n - 1)(k - 1) \) measures the variability that is truly random. The test statistic is given by the \( F \)-ratio

\[
F = \frac{MS_{BC}}{MS_{res}}.
\]

If this quantity is sufficiently large, it is likely that there are significant differences between the different classifiers. Assuming the results for the different instances are normally distributed and assuming sphericity (discussed below), the \( F \)-ratio follows an \( F \)-distribution with \( k - 1 \) and \( (n - 1)(k - 1) \) degrees of freedom. The null hypothesis is rejected if \( F > F_{k-1,(n-1)(k-1),\alpha} \) where \( F_{k-1,(n-1)(k-1),\alpha} \) is the \( 1 - \alpha \) percentile of an \( F_{k-1,(n-1)(k-1)} \)-distribution. The normality assumption can be checked using the same techniques as for the paired t-test. The sphericity condition boils down to equality of variance of all \( k(k-1)/2 \) pairwise differences, which can be inspected using visual plots such as boxplots. A discussion of tests that are employed to evaluate sphericity is beyond the scope of this chapter and we refer to [29].
If the null hypothesis is rejected, the only information provided by the within-subjects ANOVA is that there are significant differences between the classifiers’ performances, but not information is provided about which classifier outperforms another. It is tempting to use multiple pairwise comparisons to get more information. However, this will lead to an accumulation of the Type I error coming from the combination of pairwise comparisons, also referred to as the Family Wise Error Rate (FWER, [42]), which is the probability of making at least one false discovery among the different hypotheses.

In order to make more detailed conclusions after an ANOVA test rejects the null hypothesis, i.e., significant differences are found, post-hoc procedures are needed that correct for multiple testing to avoid inflation of Type I errors. Most of the post-hoc procedures we discuss here are explained for multiple comparisons with a control method and thus we perform \( k - 1 \) post-hoc tests. However, the extension to an arbitrary number of post-hoc tests is straightforward.

The most simple procedure is the Bonferroni procedure [11], which uses paired t-tests for the pairwise comparisons but controls the FWER by dividing the significance level by the number of comparisons made, which here corresponds to an adjusted significance level of \( \alpha / (k - 1) \). Equivalently, one can multiply the obtained p-values by the number of comparisons and compare to the original significance level \( \alpha \). However, the Bonferonni correction is too conservative when many comparisons are performed. Another approach is the Dunn-Sidak [50] correction, which alters the p-values to \( 1 - (1 - p)^{1/(k-1)} \).

A more reliable test when interested in all paired comparisons is Tukey’s Honest Significant Difference (HSD) test [2]. This test controls the FWER so it will not exceed \( \alpha \). To be more specific, suppose we are comparing classifier \( j \) with \( l \). The Tukey’s HSD test is based on the studentized range statistic

\[
q_{jl} = \frac{\hat{Y}_j - \hat{Y}_l}{\sqrt{MS_{res}/n}}
\]

It corrects for multiple testing by changing the critical value to reject the null hypothesis. Under the assumptions of the within-subjects ANOVA, \( q_{jl} \) follows a studentized range distribution with \( k \) and \( (n - 1)(k - 1) \) degrees of freedom and the null hypothesis that the mean performance of classifier \( j \) is the same of classifier \( l \) is rejected if \( q_{jl} > q_{k,(n-1)(k-1),\alpha} \) where \( q_{k,(n-1)(k-1),\alpha} \) is the \( 1 - \alpha \) percentile of a \( q_{k,(n-1)(k-1)} \) distribution.

A similar post-hoc procedure is the Newman-Keuls [28] procedure, which is more powerful than Tukey’s HSD test but does not guarantee the FWER will not exceed the prespecified significance level \( \alpha \). The Newman-Keuls procedure uses a systematic stepwise approach to carry out many comparisons. It first orders the sample means \( \hat{Y}_j \). For notational convenience, suppose the index \( j \) labels these ordered sample means in ascending order: \( \hat{Y}_1 < \ldots < \hat{Y}_k \). In the first step, the test verifies if the largest and smallest sample means significantly differ from each other using the test statistic \( q_{n1} \) and uses the critical value \( q_{k,(n-1)(k-1),\alpha} \) if these sample means are \( k \) steps away from each other. If the null hypothesis is retained, it means that the null hypotheses of all comparisons will be retained. If the null hypothesis is rejected, all comparisons of sample means that are \( k - 1 \) steps from one another are performed, and \( q_{n2} \) and \( q_{n-1,1} \) are compared to the critical value \( q_{k-1,(n-1)(k-1),\alpha} \). In a stepwise manner, the range between the means is lowered, until no null hypotheses are rejected anymore.

A last important post-hoc test is Scheffé’s test [46]. This test also controls the FWER, but now regardless, the number of post-hoc comparisons. It is considered to be very conservative and hence Tukey’s HSD test may be preferred. The procedure calculates for each comparison of interest the difference between the means of the corresponding classifiers and compares them to the critical value

\[
\sqrt{(k - 1)F_{k-1,(n-1)(k-1),\alpha}} \sqrt{\frac{2MS_{res}}{n}}
\]
where \( F_{k-1,(n-1)(k-1)} \) is the \( 1 - \alpha \) percentile of an \( F_{k-1,(n-1)(k-1)} \)-distribution. If the difference in sample means exceeds this critical value, the means of the considered classifiers are significantly different.

### 24.4.2 Non-Parametric Statistical Comparisons

In the previous section, we discussed that the validity of parametric statistical tests heavily depends on the underlying distributional assumptions of the performance of the classifiers on the different datasets. In practice, not all these assumptions are necessarily fulfilled or too few instances are available to check the validity of these assumptions. In those cases, it is recommended to use non-parametric statistical tests, which only require independent observations. Strictly speaking, the null hypothesis of the non-parametric tests presented here state that the distribution of the performance of all classifiers is the same. Different tests then differ in what alternatives they aim to detect.

Analogous to the previous section about parametric statistical tests, we make a distinction between pairwise and multiple comparisons.

#### 24.4.2.1 Pairwise Comparisons

When comparing two classifiers \((k = 2)\), the most commonly used tests are the sign test and the Wilcoxon signed-ranks test.

Since under the null hypothesis the two classifiers’ scores are equivalent, they each win in approximately half of the cases. The sign test [48] will reject the null hypothesis if for instance the proportion that classifier 1 wins is sufficiently different from 0.5. Let \( n_1 \) denote the number of times classifier 1 beats classifier 2. Under the null hypothesis, \( n_1 \) follows a binomial distribution with parameters \( n \) and 0.5. The null hypothesis will then be rejected if \( n_1 < k_l \) or \( n_1 > k_u \) where \( k_l \) is the biggest integer satisfying \( \sum_{i=0}^{k_l-1} \binom{n}{i} 0.5^n \leq \alpha/2 \) and \( k_u \) is the smallest integer satisfying \( \sum_{i=k_u+1}^{n} \binom{n}{i} 0.5^n \leq \alpha/2 \). A more simple strategy is based on the asymptotic approximation of the binomial distribution. That is, when the number of instances is sufficiently large, under the null hypothesis, \( n_1 \) approximately follows a normal distribution with mean \( n/2 \) and variance \( n/4 \). The null hypothesis is rejected if \( |n_1 - n/2| / (\sqrt{n}/2) > z_{\alpha/2} \) where \( z_{\alpha/2} \) is the \( 1 - \alpha/2 \) percentile of the standard normal distribution.

An alternative paired test is Wilcoxon signed-ranks test [52]. The Wilcoxon signed-ranks test uses the differences \( Y_{11} - Y_{12} \). Under the null hypothesis, the distribution of these differences is symmetric around the median and hence we must have that the distribution of the positive differences is the same as the distribution of the negative differences. The Wilcoxon signed rank test then aims to detect a deviation from this to reject the null hypothesis. The procedure assigns a rank to each difference according to the absolute value of these differences, where the mean of ranks is assigned to cases with ties. For instance, when the differences are 0.03, 0.06, \(-0.03, 0.01, -0.04\), and 0.2, the respective ranks are 3.5, 6, 3.5, 1.5, and 2. Next, the ranks of the positive and negative differences are summed separately, in our case \( R^+ = 12.5 \) and \( R^- = 8.5 \). When few instances are available, to reject the null hypothesis, \( \min(R^+, R^-) \) should be less than or equal to a critical value depending on the significance level and the number of instances; see [48] for tables. Example, when \( \alpha = 0.1 \), the critical value is 2, meaning that in our case the null hypothesis is not rejected at the 0.1 significance level. When a sufficient number of instances are available, one can rely on the asymptotic approximation of the distribution of \( R^+ \) or \( R^- \). Let \( T \) denote either \( R^+ \) or \( R^- \). Under the null hypothesis, they both have the same approximate normal distribution with mean \( n(n+1)/4 \) and variance \( n(n+1)(2n+1)/24 \). The Wilcoxon signed rank test then rejects the null hypothesis when

\[
\frac{|T - n(n+1)/4|}{\sqrt{n(n+1)(2n+1)/24}} > z_{\alpha/2}
\]
where $z_{\alpha/2}$ is the $1 - \alpha/2$ percentile of the standard normal distribution. An important practical aspect that should be kept in mind is that the Wilcoxon test uses the continuous evaluation measures, so one should not round the values to one or two decimals, as this would decrease the power of the test in case of a high number of ties.

### 24.4.2.2 Multiple Comparisons

The non-parametric statistical tests that perform multiple comparisons we will discuss in this section are depicted in Figure 24.4. The lower test can be used as a stand-alone method, while the four upper-left tests need a post-hoc procedure to finish the comparison.

Friedman’s test [16, 17] and the Iman Davenport’s test [27] are similar. For each instance, the classifiers are ranked according to the evaluation measure (let $r_{ij}$ denote the corresponding rank) and next the average rank $R_j$ for each classifier over the different instances is calculated, $R_j = \sum_{i=1}^{n} r_{ij} / n$. The best method gets rank 1, the second best method gets rank 2, and so on. Under the null hypothesis, all classifiers are equivalent and hence the average ranks of the different classifiers should be similar. Both the Friedman test and Iman Davenport test aim to detect a deviation from this and can detect if there are significant differences between at least two of the methods. The test statistic of the Friedman test is given by

$$
\chi^2 = \frac{12n}{k(k+1)} \left( \sum_{j=1}^{k} R_j^2 - \frac{k(k+1)^2}{4} \right).
$$

For a sufficient number of instances and classifiers (as a rule of thumb $n > 10$ and $k > 5$), $\chi^2$ approximately follows a chi-square distribution with $k - 1$ degrees of freedom. If $\chi^2$ exceeds the critical value $\chi^2_{k-1, \alpha}$, where $\chi^2_{k-1, \alpha}$ is the $1 - \alpha$ percentile of the chi-square distribution with $k - 1$ degrees of freedom, the null hypothesis is rejected. For a small number of data sets and classifiers, exact critical values have been computed [48, 55]. The test statistic for the Iman and Davenport’s
test, which is less conservative than Friedman’s test and should hence be preferred, is given by

\[ F = \frac{(n-1)\chi^2}{n(k-1)-\chi^2} \]

and (assuming a sufficient number of instances and classifiers) follows approximately an \( F \)-distribution with \( k-1 \) and \( (n-1)(k-1) \) degrees of freedom. If \( F > F_{k-1,(n-1)(k-1),\alpha} \) with \( F_{k-1,(n-1)(k-1),\alpha} \) the \( 1-\alpha \) percentile of an \( F_{k-1,(n-1)(k-1)} \)-distribution, the null hypothesis is rejected. In both cases, if the test statistic exceeds the corresponding critical value, it means that there are significant differences between the methods, but no other conclusion whatsoever can be made.

Next we discuss two more advanced non-parametric tests that in certain circumstances may improve upon the Friedman test, especially when the number of classifiers is low. The Friedman Aligned Rank [22] test calculates the ranks differently. For each data set, the average or median performance of all classifiers on this data set is calculated and this value is subtracted from each performance value of the different classifiers to obtain the aligned observations. Next, all \( kn \) aligned observations are assigned a rank, the aligned rank \( R_{ij} \) with \( i \) referring to the data set and \( j \) referring to the classifier. The Friedman Aligned Ranks test statistic is given by

\[ T = \frac{(k-1)\left[\sum_{j=1}^{k} R^2_{ij} - (kn^2/4)(kn+1)^2\right]}{[kn(kn+1)(2kn+1)/6] - \sum_{i=1}^{n} R_{i1}^2/k} \]

where \( R_{ij} = \sum_{j=1}^{n} R_{ij} \) equals the rank total of the \( j \)th classifier and \( R_{i1} = \sum_{j=1}^{k} R_{ij} \) equals the rank total of the \( i \)th data set. For a sufficient number of data sets, \( T \) approximately follows \( \chi^2 \)-distribution with \( k-1 \) degrees of freedom. If \( T > \chi^2_{k-1,\alpha} \) the null hypothesis is rejected with \( \chi^2_{k-1,\alpha} \) the \( 1-\alpha \) percentile of a \( \chi^2_{k-1} \)-distribution.

The Quade test [43] is an improvement upon the Friedman Aligned Ranks test by incorporating the fact that not all data sets are equally important. That is, some data sets are more difficult to classify than others and methods that are able to classify these difficult data sets correctly should be favored. The Quade test computes weighted ranks based on the range of the performances of different classifiers on each data set. To be specific, first calculate the ranks \( r^i_j \) as for the Friedman test. Next, calculate for each data set \( i \) the range of the performances of the different classifiers: \( \text{max} Y_{ij} - \text{min} Y_{ij} \), and rank them with the smallest rank (1) given to the data set with the smallest range, and so on where average ranks are used in case of ties. Denote the obtained rank for data set \( i \) by \( Q_i \). The weighted average adjusted rank for data set \( i \) with classifier \( j \) is then computed as \( S_{ij} = Q_i \left[ r^i_j - (k+1)/2 \right] \) with \( (k+1)/2 \) the average rank within data sets. The Quade test statistic is then given by

\[ T_3 = \frac{(n-1)\sum_{j=1}^{k} S^2_{ij}/n}{n(n+1)(2n+1)k(k+1)(k-1)/72 - \sum_{j=1}^{k} S^2_{ij}/n} \]

where \( S_j = \sum_{i=1}^{n} S_{ij} \) is the sum of the weighted ranks for each classifier. \( T_3 \) approximately follows an \( F \)-distribution with \( k-1 \) and \( (n-1)(k-1) \) degrees of freedom. If \( T_3 > F_{k-1,(n-1)(k-1),\alpha} \) with \( F_{k-1,(n-1)(k-1),\alpha} \) the \( 1-\alpha \) percentile of an \( F_{k-1,(n-1)(k-1)} \)-distribution, the null hypothesis is rejected.

When the null hypothesis (stating that all classifiers perform equivalently) is rejected, the average ranks calculated by these four methods themselves can be used to get a meaningful ranking of which methods perform best. However, as was the case for parametric multiple comparisons, post-hoc procedures are still needed to evaluate which pairwise differences are significant. The test statistic to compare algorithm \( j \) with algorithm \( l \) for the Friedman test and the Iman Davenport’s test is given by

\[ Z_{jl} = \frac{R_j - R_l}{\sqrt{k(k+1)/6n}} \]
with \( R_j \) and \( R_l \) the average ranks computed in the Friedman and Imand Davenport procedures. For the Friedman Aligned Ranks procedure, the test statistic to compare algorithm \( j \) with algorithm \( l \) is given by

\[
Z_{jl} = \frac{\hat{R}_j - \hat{R}_l}{\sqrt{k(n+1)/6}}
\]

with \( \hat{R}_j = \frac{1}{n} \sum_{i=1}^{n} Q_{jir} \) and \( \hat{R}_l = \frac{1}{n} \sum_{i=1}^{n} Q_{lir} \) the average aligned ranks. Finally, for the Quade procedure, the test statistic to compare algorithm \( j \) with algorithm \( l \) is given by

\[
Z_{jl} = \frac{T_j - T_l}{\sqrt{[k(k+1)(2n+1)(k-1)]/[18n(n+1)]}}
\]

with \( T_j = \sum_{i=1}^{n} Q_{jir} / [n(n+1)/2] \) the average weighted ranks without average adjusting as described in the Quade procedure. All three test statistics \( Z_{jl} \) all approximately follow a standard normal from which an appropriate p-value can be calculated, being the probability that a standard normal distributed variable exceeds the absolute value of the observed test statistic.

A post-hoc procedure involves multiple pairwise comparisons based on the test statistics \( Z_{jl} \), and as already mentioned for parametric multiple comparisons, these post-hoc tests cannot be used without caution as the FWER is not controlled, leading to inflated Type I errors. Therefore we consider post-hoc procedures based on adjusted p-values of the pairwise comparisons to control the FWER. Recall that the p-value returned by a statistical test is the probability that a more extreme observation than the current one is observed, assuming the null hypothesis holds. This simple p-value reflects this probability of one comparison, but does not take into account the remaining comparisons. Adjusted p-values (APV) deal with this problem and after the adjustment, these APVs for the Holm procedure are given by

\[
\min_{1 \leq k \leq p} \{ \alpha_k \} = \min_{1 \leq k \leq p} \{ \min_{1 \leq i \leq k} \{ (1 - \alpha_i) \} \}
\]

and as already mentioned for parametric multiple comparisons, these post-hoc tests cannot be used without caution as the FWER is not controlled, leading to inflated Type I errors. Therefore we consider post-hoc procedures based on adjusted p-values of the pairwise comparisons to control the FWER. Recall that the p-value returned by a statistical test is the probability that a more extreme observation than the current one is observed, assuming the null hypothesis holds. This simple p-value reflects this probability of one comparison, but does not take into account the remaining comparisons. Adjusted p-values (APV) deal with this problem and after the adjustment, these APVs can be compared with the nominal significance level \( \alpha \). The post-hoc procedures that we discuss first are all designed for multiple comparisons with a control method, that is, we compare one algorithm against the \( k-1 \) remaining ones. In the following, \( p_j \) denotes the p-value obtained for the \( j \)th null hypothesis, stating that the control method and the \( j \)th method are performing equally well. The p-values are ordered from smallest to largest: \( p_1 \leq \ldots \leq p_{k-1} \), and the corresponding null hypotheses are rewritten accordingly as \( H_1, \ldots, H_{k-1} \). Below we discuss several procedures to obtain adjusted p-values: one-step, two-step, step-down, and step-up.

1: One-step. The Bonferroni-Dunn [11] procedure is a simple one-step procedure that divides the nominal significance level \( \alpha \) by the number of comparisons \( (k-1) \) and the usual p-values can be compared with this level of significance. Equivalently, the adjusted value in this case is \( \min \{ (k-1)\alpha \} \}. Although simple, this procedure may be too conservative for practical use when \( k \) is not small.

2: Two-step. The two-step Li [36] procedure rejects all null hypotheses if the biggest p-value \( p_{k-1} \leq \alpha \). Otherwise, the null hypothesis related to \( p_{k-1} \) is accepted and the remaining null hypotheses \( H_i \) with \( p_i \leq (1 - p_{k-1})/(1 - \alpha) \) are rejected. The adjusted p-values are \( p_i / (p_i + 1 - p_{k-1}) \).

3: Step-down. We discuss three more advanced step-down methods. The Holm [24] procedure is the most popular one and starts with the lowest p-value. If \( p_1 \leq \alpha/(k-1) \), the first null hypothesis is rejected and the next comparison is made. If \( p_2 \leq \alpha/(k-2) \), the second null hypothesis \( H_2 \) is also rejected and the next null hypothesis is verified. This process continues until a null hypothesis cannot be rejected anymore. In that case, all remaining null hypotheses are retained as well. The adjusted p-values for the Holm procedure are \( \min \{ \max \{ (k-j)p_j : 1 \leq j \leq i \}, 1 \} \}. Next, the Holland [23] procedure is similar to the Holm procedure. It rejects all null hypotheses \( H_i \) if \( i \) is the smallest integer such that \( p_i > 1 - (1 - \alpha)^{k-i} \), the adjusted p-values are \( \min \{ \max \{ 1 - (1 - p_j)^{k-j} : 1 \leq j \leq i \}, 1 \} \}. Finally, the Finner [15] procedure, also similar, rejects all null hypotheses \( H_i \) to \( H_{i-1} \) if \( i \) is the smallest integer such that \( p_i > 1 - (1 - \alpha)^{(k-1)/i} \). The adjusted p-values are \( \min \{ \max \{ 1 - (1 - p_j)^{(k-1)/i} : 1 \leq j \leq i \}, 1 \} \).
4: Step-up. Step-up procedures include the Hochberg [21] procedure, which starts off with comparing the largest p-value \( p_{k-1} \) with \( \alpha \), then the second largest p-value \( p_{k-2} \) is compared to \( \alpha/2 \) and so on, until a null hypothesis that can be rejected is found. The adjusted p-values are \( \max\{ (k-j)p_j : (k-1) \geq j \geq i \} \). Another more involved procedure is the Hommel [25] procedure. First, it finds the largest \( j \) for which \( p_n-j+1 > \ell \alpha/j \) for all \( \ell = 1, \ldots, j \). If no such \( j \) exists, all null hypotheses are rejected. Otherwise, the null hypotheses for which \( p_i \leq \alpha/j \) are rejected. In contrast to the other procedures, calculating the adjusted p-values cannot be done using a simple formula. Instead the procedure listed in Algorithm 24.2 should be used. Finally, Rom’s [45] procedure was developed to increase Hochberg’s power. It is completely equivalent, except that the \( \alpha \) values are now calculated as
\[
\alpha_{k-i} = \sum_{j=1}^{i-1} \alpha^j - \sum_{j=1}^{i-2} \left( \begin{array}{c} i \\ell \end{array} \right) \alpha_{k-1-j}^i
\]
with \( \alpha_{k-1} = \alpha \) and \( \alpha_{k-2} = \alpha/2 \). Adjusted p-values could also be obtained using the formula for \( \alpha_{k-i} \) but no closed form formula is available [18].

Algorithm 24.2 Calculation of the adjusted p-values using Hommels post-hoc procedure.

INPUT: p-values \( p_1 \leq p_2 \leq p_{k-1} \)

for all \( i = 1 \ldots k-1 \): 
\( APV_i \leftarrow p_i \)

for all \( j = k-1, k-2, \ldots, 2 \) do
\( B \leftarrow 0 \)
for all \( i = k-1, \ldots, k-j \) do
\( c_i \leftarrow j p_i / (j + i - k + 1) \)
\( B \leftarrow B \cup c_i \)
end for
\( c_{\text{min}} \leftarrow \min\{ B \} \)
if \( APV_i < c_{\text{min}} \) then
\( APV_i \leftarrow c_{\text{min}} \)
end if
for all \( i = 2 \ldots k-1 - j \) do
\( c_i \leftarrow \min\{ c_{\text{min}}, p_i \} \)
if \( APV_i < c_i \) then
\( APV_i \leftarrow c_i \)
end if
end for
end for

OUTPUT: Adjusted p-values \( APV_1, \ldots, APV_{k-1} \)

In some cases, researchers are interested in all pairwise differences in a multiple comparison and do not simply want to find significant differences with one control method. Some of the procedures above can be easily extended to this case.

The Nemenyi procedure, which can be seen as a Bonferonni correction, adjusts \( \alpha \) in one single step by dividing it by the number of comparisons performed \( k(k-1)/2 \).

A more involved method is Shaffer’s procedure [47], which is based on the observation that the hypotheses are interrelated. For instance, if method 1 is significantly better than method 2 and method 2 is significantly better than method 3, method 1 will be significantly better than method 3. Shaffer’s method follows a step-down method, and at step \( j \), it rejects \( H_j \) if \( p_j \leq \alpha/t_j \), where \( t_j \) is the maximum number of hypotheses that can be true given that hypotheses \( H_1, \ldots, H_{j-1} \) are false. This value \( t_i \) can be found in the table in [47].
Finally, the Bergmann-Hommel [26] procedure says that an index set $I \subseteq \{1, \ldots, M\}$, with $M$ the number of hypotheses, is exhaustive if and only if it is possible that all null hypotheses $H_j$, $j \in I$ could be true and all null hypotheses $H_j$, $j \notin I$ are not. Next, the set $A$ is defined as $\cup\{I : l$ exhaustive, $\min(p_i : i \in I) > \alpha/|I|\}$, and the procedure rejects all the $H_j$ with $j \in A$.

We now discuss one test that can be used for multiple comparisons with a control algorithm without a further post-hoc analysis needed, the multiple sign test [44], which is an extension of the standard sign test. The multiple sign test proceeds as follows: it counts for each classifier the number of times it outperforms the control classifier and the number of times it is outperformed by the control classifier. Let $R_j$ be the minimum of those two values for the $j$th classifier. The null hypothesis is now different from the previous ones since it involves median performances. The null hypothesis states that the median performances are the same and is rejected if $R_j$ exceeds a critical value depending on the the nominal significance level $\alpha$, the number of instances $n$, and the number $k - 1$ of alternative classifiers. These critical values can be found in the tables in [44].

All previous methods are based on hypotheses and the only information that can be obtained is if algorithms are significantly better or worse than others. Contrast estimation based on medians [9] is a method that can quantify these differences and reflects the magnitudes of the differences between the classifiers for each data set. It can be used after significant differences are found. For each pair of classifiers, the differences between them are calculated for all problems. For each pair, the median of these differences over all data sets are taken. These medians can now be used to make comparisons between the different methods, but if one wants to know how a control method performs compared to all other methods, the mean of all medians can be taken.

24.4.2.3 Permutation Tests

Most of the previous tests assume that there are sufficient data sets to posit that the test statistics approximately follow a certain distribution. For example, when sufficient data sets are available, the Wilcoxon signed rank test statistic approximately follows a normal distribution. If only a few data sets are available for testing certain algorithms, permutation tests [12], also known as exact tests, are a good alternative to detect differences between classifiers. The idea is quite simple. Under the null hypothesis it is assumed that the distribution of the performance of all algorithms is the same. Hence, the results of a certain classifier $j$ could equally likely be produced by classifier $l$. Thus, under the null hypothesis, it is equally likely that these results are interchanged. Therefore, one may construct the exact distribution of the considered test statistic by calculating the test statistic under each permutation of the classifier labels within each data set. One can then calculate a $p$-value as the number of permuted test statistic values that are more extreme than the observed test statistic value devied by the number of random permutations performed. The null hypothesis is rejected when the $p$-value is smaller than the significance level $\alpha$. A major drawback of this method is that it is computationally expensive, so it can only be used in experimental settings with few datasets.

In the case where we want to perform multiple comparisons, however, permutation tests give a very elegant way to control the FWER at the prespecified $\alpha$. Suppose for simplicity we want to perform all pairwise comparisons. For this purpose, we can use the test statistics $Z_{jl}$ defined above in the following manner. Recall that the FWER equals the probability of falsely rejecting at least one null hypothesis. Thus, if we find a constant $c$ such that

$$P \left( \max_{j,l} |Z_{jl}| > c |H_0 \right) = \alpha$$

and use this constant $c$ as the critical value to reject a certain null hypothesis, we automatically control for the FWER at the $\alpha$ level. To be more specific, we reject those null hypotheses stating that classifier $j$ performs equally well as classifier $l$ if the corresponding observed value for $|Z_{jl}|$ exceeds $c$. This constant can be easily found by taking the $1 - \alpha$ percentile of the permutation null distribution of $\max_{j,l} |Z_{jl}|$. 


24.5 Concluding Remarks

To conclude, we summarize the considerations and recommendations as listed in [5] for non-parametric statistical tests. First of all, non-parametric statistical tests should only be used given that the conditions for parametric tests are not true. For pairwise comparisons, Wilcoxon’s test is preferred over the sign test. For multiple comparisons, first it should be checked if there are significant differences between the methods, using either Friedman’s (aligned rank) test, Quade’s test or Iman Davenport’s test. The difference in power among these methods is unknown, although it is recommended to use Friedman’s aligned rank test or Quade’s test when the number of algorithms to be compared is rather high. Holm’s post hoc procedure is considered to be one of the best tests. Hochberg’s test has more power and can be used in combination with Holm’s procedure. The multiple sign test is recommended when the differences between the control method and the others are very clear. We add that if only a few datasets are available, permutation tests might be a good alternative.
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25.1 Introduction

This chapter will summarize the key resources available in the literature on data classification. While this book provides a basic understanding of the important aspects of data classification, these resources will provide the researcher more in-depth perspectives on each individual topic. Therefore, this chapter will summarize the key resources in this area. In general, the resources on data classification can be divided into the categories of (i) books, (ii) survey articles, and (iii) software.

Numerous books exist in data classification, both for general topics in classification and for more specific subject areas. In addition, numerous software packages exist in the area of data classification. In fact, this is perhaps the richest area of data classification in terms of availability of software. This chapter will list all the possible resources currently available both from commercial and non-commercial sources for data classification.

This chapter is organized as follows. Section 25.2 presents educational resources on data classification. This section is itself divided into two subsections. The key books are discussed in Section 25.2.1, whereas the survey papers on data classification will be discussed in Section 25.2.2. Finally, the software on data classification will be discussed in Section 25.3. Section 25.4 discusses the conclusions and summary.
25.2 Educational Resources

Educational resources are either generic in the form of books, or more focused on the research communities in the form of surveys. Books are generally more useful from a practical perspective, whereas survey articles are more useful for an academic perspective. The survey articles are often focused on special areas of data classification such as decision trees, rule-based methods, and neural networks.

25.2.1 Books on Data Classification

The most well-known books on data classification include those by Duda et al [19], Hastie et al [23], Mitchell [29], Murphy [31], and Bishop [11]. Many of these books discuss different aspects of data classification in a comprehensive way, and serve as useful resources on the subject. The book authored by Duda et al [19] is written in a simple way, and serves as a particularly useful guide.

Numerous books have also been written in the context of specific areas of data classification. An excellent book on feature selection in classification may be found in [27]. Methods for probabilistic classification are discussed in [97]. For example, the topic of decision trees has been covered comprehensively in [34]. Decision trees are closely related to rule-based classifiers, and both topics are discussed in detail in [34]. The topic of Support Vector Machines is discussed comprehensively in [16, 21, 38–41]. A guide to instance-based classification may be found in [17]. Kernel methods are discussed in detail in [39]. Neural networks are discussed in detail in [10, 22].

In addition, a number of books exist, that address classification from the perspective of specific data types. Methods for text classification are discussed in detail in [5]. Methods for multimedia data classification are discussed in [28]. Network classification is discussed in detail in [3, 4]. Methods for streaming classification are addressed in the book on data streaming [2]. The big data framework is explained in detail in [18, 42], though no book currently exists, that specifically addresses the problem of classification within this framework.

Numerous books also exist on different variations of classification algorithms. The problem of rare class learning is addressed in a general book on outlier analysis [1]. Active learning is addressed in the book by Burr Settles [36], whereas semi-supervised learning is addressed in [15, 46]. Visual data mining is addressed in [37], while the topic of evaluation of classification algorithms is addressed in [25].

25.2.2 Popular Survey Papers on Data Classification

Numerous surveys also exist in the area of data classification. Two popular surveys may be found in [24, 26]. Since data classification is a rather broad area, the books and surveys in this area generally cover a very specific area of classification. This is because the general area of data classification is too broad to be covered comprehensively by a survey paper. The most well-known survey on decision trees is provided in [32]. Some other surveys may be found in [12, 30]. An excellent tutorial on support vector machines may be found in [13]. Methods for instance-based learning are discussed in [8, 9, 43]. Two surveys on text classification may be found in [6, 35]. Time-series classification methods are addressed in [44].

An overview on rare class methods may be found in [14]. An excellent survey on transfer learning may be found in [33]. The topic of distance function learning is addressed in [45]. The topic of network classification is addressed in two survey chapters in [4] and [3], respectively. An overview on visual data mining methods is provided in [7].
25.3 Software for Data Classification

A significant amount of software is available for data classification. Interestingly, most of the sophisticated software on data classification is open-source software, which is freely available at different Web sites. On the other hand, most of the commercial software comprises implementations of simpler and more classical algorithms. This is possibly because open source software is often in the form of research prototypes, and created by researchers, which reflect more recent advances in the field. The KDD Nuggets site [51] provides a link to the important free and commercial tools for data classification.

The most well-known general purpose site offering open source software is the WEKA machine learning repository [50]. This is a general purpose repository that contains software not just for classification, but also for other data mining related tasks such as data pre-processing, clustering, and visualization. However, the classification problem seems to be the predominant one addressed by the software in this repository.

Numerous software packages are also available for different types of data classification techniques. An excellent overview on methods for Bayes classification or other graphical models may be found in [97]. The original C4.5 decision tree classifier is available from Ross Quinlan’s site at [86]. The random forests implementation from Leo Brieman is available at [87]. The well-known rule-based system that uses CBA for classification is available at [88]. The family of rule-based systems such as SLIPPER, RIPPER, and WHIRL are available from William Cohen’s site at [89]. For SVM classification, the LIBSVM library [90] is a well-known one, and it is also well-documented for easy use. A very popular implementation of SVM known as SVM-light [95] is provided by Thorsten Joachims for data classification, based on a simple and intuitive version of the SVM classifier. A general site that is devoted to implementations of kernel-machine classifiers such as SVM may be found in [96]. For neural networks, the neural network FAQ list [98] provides an excellent resource on both software and books in this area. A list of numerous other classification methods based on rough sets, genetic algorithms, and other methods may be found in [102].

For text data classification, the most well-known one is the BOW toolkit, which may be downloaded from [81]. This package implements many popular classification algorithms such as Bayes methods, nearest neighbor methods, etc. The UCR time-series [48] repository provides links to a significant amount of software for time-series classification. Some pointers are also provided for sequence classification at this site. The SNAP repository at Stanford [74] provides pointers to numerous software resources on network classification.

Many mathematical tools such as MATLAB [54] from MathWorks come with built-in methods for data classification. Many of these methods are fairly simple tools for data classification. This is because these are very general-purpose tools, and the classification capability is not the main purpose of such software. However, numerous other commercial tools have been constructed, with a specific goal of classification of different kinds of data. MathWorks also provides an excellent neural network toolbox [100] for data classification. Some third-party toolboxes such as LS-SVM [93] have been constructed on top of MATLAB, and can provide effective methods for SVM classification.

The KDD Nuggets site [51] provides a link to some of the more popular forms of software in this domain. This site provides pointers to software developed by other vendors such as Oracle, IBM, and SAS rather than its own dedicated software. One of the most well-known ones is the IBM SPSS data mining workbench [52]. An example of this is the SPSS Answer Tree, which implements decision tree methods. In addition, the neural network toolbox from the IBM SPSS Workbench [101] is a popular option. Oracle has an advanced analytics platform [105], which extends the Oracle database software to an analytics suite. Another well-known package is the SAS Enterprise Modeler [53]. Salford systems [85] provides an excellent implementation of CART for classification and regression. KXEN [91] provides SVM components, based on Vapnik’s original work in this area.
Tiberius [92] provides tools based on SVM, neural networks, decision trees, and a variety of other data modeling methods. It also supports regression modeling, and three-dimensional data visualization. Treparel [94] provides high-performance tools based on the SVM classifiers for massive data sets. The software NeuroXL can be used from within the Excel software for data classification [99]. This is particularly helpful, since it means that the software can be used directly from spreadsheets, which are commonly used for data manipulation within corporate environments.

Software has also been designed for evaluation and validation of classification algorithms. The most popular among them is Analyze-it, which [104] provides a comprehensive platform for analyzing classification software. It is capable of constructing numerous metrics such as ROC curves for analytical purposes. The platform integrates well with Excel, which makes it particularly convenient to use in a wide variety of scenarios.

### 25.3.1 Data Benchmarks for Software and Research

Numerous data sets are available for testing classification software and research. Some of the data sets and Web sites are general-purpose, whereas other Web sites are tailored to specific kinds of data. The most well-known among the general-purpose Web sites is the UCI machine learning repository [20]. This resource is generally intended for classification, though many of the data sets can also be used for classification. A general purpose data market for different kinds of data is provided at [103].

The KDD Nuggets Web site [49] also provides access to many general-purpose data sets. This can be considered a meta-repository, in that it provides pointers to other sites containing data sets. Similar to this, the other popularly known meta-repositories that give a wide range of links to other data repositories are STATO0 [67] and David Dowe’s data links [68]. The latter also provides several online resources on data mining case studies, and competitions.

More large-scale datasets are available from the KDD Cup dataset repository [69] and other data mining competitions [83]. These datasets are not only large-scale but are also directly collected from complex real-world problems and hence provide several challenges. Most of these data sets are labeled, and can therefore be directly used for classification. For the statistics community, Statlib dataset archive [70] is a widely used data collection.

For specific data types, numerous resources are available. For time-series classification, the UCR time-series Web site [48] provides access to very long continuous series of data for classification. Another time-series data library is available at [80]. For the case of network data, the SNAP repository [74] hosted by Jure Leskovec at Stanford University provides access to a large number of network data sets.

For testing the performance of text document classification algorithms, there are several publicly available text document repositories available. Some of the most popular text document collections include Reuters [71], 20NewsGroups [72], TREC [82], and Cora [73].

To evaluate the biological data classification, there are a plethora of Web sites that host gene expression datasets, which can be used to evaluate the classification algorithms. Gene Expression Omnibus (GEO) repository [64] contains a comprehensive collection of gene expression datasets along with raw source files used to generate this data. Gene Expression Model Selector provides a simple repository of the most widely studied gene expression datasets [65] and several other cancer-specific gene expressions are available at [66]. Similarly, to test the performance of biological network classification algorithms, there are plenty of databases that contain protein-protein interactions. The most popular ones are DIP (Database of Interacting Proteins) [62], BioGRID [63], STRING (Search Tool for the Retrieval of Interacting Genes/Proteins) [61], and MIPS (Mammalian Protein-Protein Interaction Database) [60]. The last resource contains links to several other interaction network databases.

To evaluate the sequence data classification algorithms, several biological sequence database repositories are available at [59]. The most widely used repositories are GenBank [57] and EMBL
[58] for nucleic acid sequences and Protein Information Resources (PIR) [56] and UniProt [55] for protein sequences.

In the context of image applications, researchers in machine learning and computer vision communities have explored the problem extensively. ImageCLEF [77] and ImageNet [78] are two widely used image data repositories that are used to demonstrate the performance of image data retrieval and learning tasks. Vision and Autonomous Systems Center’s Image Database [75] from Carnegie Mellon University and the Berkeley Segmentation dataset [76] can be used to test the performance of classification for image segmentation problems. An extensive list of Web sites that provide image databases is given in [79] and [84].

25.4 Summary

This chapter presents a summary of the key resources for data classification in terms of books, surveys, and commercial and non-commercial software packages. It is expected that many of these resources will evolve over time. Therefore, the reader is advised to use this chapter as a general guideline on which to base their search, rather than treating it as a comprehensive compendium.

Since data classification is a rather broad area, much of the recent software and practical implementations have not kept up with the large number of recent advances in this field. This has also been true of the more general books in the field, which discuss the basic methods, but not the recent advances such as big data, uncertain data, or network classification. This chapter is an attempt to bridge the gap in this rather vast field, by creating a book, that covers the different areas of data classification in detail.
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FIGURE 4.1: 3-class decision trees for contact lenses recommendation.

FIGURE 4.2: 2-class decision trees for contact lenses recommendation.
**FIGURE 12.1**: Flowchart of general multimedia learning process.

**FIGURE 12.2**: Time domain waveform of the same speech from different person [80].

**FIGURE 12.3**: Frequency response of the same speech in Figure 12.2 [80].
FIGURE 12.4: Example images of President George W. Bush showing huge intra-person variations.

FIGURE 12.5: Samples of SIFT detector from [51]: interest points detected from two images of a similar scene. For each point, the circle indicates the scale. It also shows the matching between the SIFT points in the two images.
FIGURE 12.8: The challenges of landmark recognition: (a) and (b) are photos of Drum Tower of Xi’an and Qianmen Gate of Beijing, respectively. Though of different locations, the visual appearances are similar due to historical and style reasons. (c) shows three disparate viewing angles of the Lincoln Memorial in Washington, DC.

FIGURE 12.9: The same landmark will differ in appearance from different viewing angles. Typical approaches use clustering to get the visual information for each viewing angle. (From Liu et al. [52].)
FIGURE 15.1: (a) An illustration of the common i.i.d. supervised learning setting. Here each instance is represented by a subgraph consisting of a label node (blue) and several local feature nodes (purple). (b) The same problem, cast in the relational setting, with links connecting instances in the training and training sets, respectively. The instances are no longer independent. (c) A relational learning problem in which each node has a varying number of local features and relationships, implying that the nodes are neither independent nor identically distributed. (d) The same problem, with relationships (links) between the training and test set.

FIGURE 15.2: Example BN for collective classification. Label nodes (green) determine features (purple), which are represented by a single vector-varied variable. An edge variable (yellow) is defined for all potential edges in the data graph. In (a), labels are determined by link structure, representing contagion. In (b), links are functions of labels, representing homophily. Both structures are acyclic.
FIGURE 20.1: Unlabeled examples and prior belief.

FIGURE 21.1: Contours of RSS values over a 2-dimensional environment collected from a same access point in difference time periods and received by different mobile devices. Different colors denote different values of signal strength.
FIGURE 22.2: Motivation of active learning on small graphs [70].

FIGURE 23.2: Parallel coordinates. In this example, each object has four dimensions and represents the characteristics of a species of iris flower (petal and sepal width and length in logarithmic scale). The three types of lines represent the three kinds of iris. With parallel coordinates, it is easy to see common patterns among flowers of the same kind; however, edge cluttering is already visible even with a small dataset.
FIGURE 23.7: Treemaps. This plot represents a dataset of 2010 about population size and gross national income for each country. The size of each node of the treemap is proportional to the size of the population, while the shade of blue of each box represents the gross national income of that country. The countries of a continent are grouped together into a rectangular area.
Comprehensive Coverage of the Entire Area of Classification

Research on the problem of classification tends to be fragmented across such areas as pattern recognition, database, data mining, and machine learning. Addressing the work of these different communities in a unified way, *Data Classification: Algorithms and Applications* explores the underlying algorithms of classification as well as applications of classification in a variety of problem domains, including text, multimedia, social network, and biological data.

This comprehensive book focuses on three primary aspects of data classification:

- **Methods**
  The book first describes common techniques used for classification, including probabilistic methods, decision trees, rule-based methods, instance-based methods, support vector machine methods, and neural networks.

- **Domains**
  The book then examines specific methods used for data domains such as multimedia, text, time-series, network, discrete sequence, and uncertain data. It also covers large data sets and data streams due to the recent importance of the big data paradigm.

- **Variations**
  The book concludes with insight on variations of the classification process. It discusses ensembles, rare-class learning, distance function learning, active learning, visual learning, transfer learning, and semi-supervised learning as well as evaluation aspects of classifiers.

**Features**

- Integrates different perspectives from the pattern recognition, database, data mining, and machine learning communities
- Presents an overview of the core methods in data classification
- Covers recent problem domains, such as graphs and social networks
- Discusses advanced methods for enhancing the quality of the underlying classification results